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The creation of three-dimensional, crystalline-ordered nanoparticle (NP) structures linked by DNA has proved experimentally challenging. Here we aim to systematically study parameters that influence the relative thermodynamic and kinetic stability of such crystals. To avoid experimental bottlenecks and directly control molecular-scale parameters, we carry out molecular dynamics simulations of a coarse-grained model in which short DNA strands (6 to 12 bp) are tethered to a NP core. We examine the influence of the number of bases per strand \( L \), number of linking bases \( T \) and the number of spacer bases \( s \) on the stability of crystal states. We also consider the effect of using a single linking NP type versus a binary linking system. We explicitly compute the free energy, entropy, and melting point \( T_m \) for BCC and FCC lattices. We show that binary systems are preferable for generating BCC lattices, while a single NP type generates the most stable FCC crystals. We propose a simple model for short DNA strands that can account for \( T_m \) of all our data. The model also indicates that the heat of fusion between crystal and amorphous phases grows linearly with \( \ell \), providing a route to maximize the relative crystal stability.

1 Introduction

The development of DNA as a building block for the production of nanomaterials has gained increasing attention due to the particular properties of DNA, such as sequence-specific binding, cooperativity of double-helix hybridization, the reversibility of bonding, and the tunability of interaction strength (by varying the relative number of A-T and C-G pairs).\(^4\)\(^-\)\(^6\) Moreover, double helices of DNA are relatively rigid over length scales approaching 100 nm, so that double-stranded DNA (dsDNA) may act as “beams” connecting a larger scale networked structure. Such complex DNA-linked networks require the effectively 1D stands to be linked by junctions. One popular approach to create junctions is to attach a number of single strands of DNA (ssDNA) to a core particle.\(^4\)\(^-\)\(^6\) By appropriate choice of base sequences, the functionalized NP can self-assemble by the formation of dsDNA links. This approach has been experimentally studied for both colloidal\(^7\)\(^-\)\(^15\) and NP\(^16\)\(^-\)\(^18\) core units, and in most cases it has been found that the particles form disordered aggregates.

For many applications, long-ranged crystal order, as opposed to amorphous order, is preferable, since such materials are expected to have unique electronic and optical properties which potentially can be used in the production of lasers, microscopes, and energy storage materials, among others.\(^29\) However, the self-assembly of these DNA-linked NP into 3D macroscale ordered structures is a challenging task. Some recent experiments have succeeded to generate 3D crystalline DNA-functionalized NP.\(^25\)\(^-\)\(^28\) In these experiments, gold NP were functionalized with strands of DNA that have a non-binding “spacer” near to the NP, and a “linking” region at the end of the strand that can hybridize with strands from other NP. These experiments found either body-centered cubic (BCC) or face-centered cubic (FCC) crystals, depending on the base sequence, length, and rigidity of the strands. Even with the success of these experiments, it is important to develop an improved understanding of how these parameters affect the formation of crystal states and their relative stability. Since there are a large number of parameters to vary, it is important to be able to address each one in an independent way. However, direct experimental testing of all parameters is particularly challenging. Alternatively, if we have an appropriate model, it is straightforward to vary these parameters individually.

Accordingly, we present simulation results from a coarse-grained molecular model in which we can explicitly evaluate the crystal stability and how it varies with possible design choices. Specifically, we test how the relative number of bases of the spacer and linking regions, and the DNA sequence affects both the thermodynamic and kinetic stability of crystal states (for strands smaller or on the order of the ssDNA persistence length).

We find that for NP functionalized with short DNA strands (6 to 12 bp), the stability increases with increasing length of the linking region, a result of the cooperative nature of DNA zipping. Our thermodynamic analysis shows that effects of
metastability are minimal; that is, super-heating of crystal states does not readily occur. This is understood from the fact the hybridization of DNA that binds the NP typically has no hysteresis. The stability of the crystal states decreases with increasing the length of the spacer region, which can be understood from a simple model for the NP links. We combine these results to offer a simple model that can explain the variation of $T_{1/2}$ on all parameters for the case of short strands.

The paper is organized as follows: in section 2, the coarse-grained model and the cases that we study are explained in detail; section 3 presents the thermodynamic integration method with the variations that we use to compute the thermodynamic parameters; in sections 4 and 5, we present how the system type and the number of spacers and linkers affect the crystal stability. We conclude briefly in section 6.

## 2 Model and simulation methods

Explicit atomistic models for DNA-functionalized NP, where thousands of DNA bases are involved, represent a major computational challenge. These atom-based models require a very large number of force sites, so that even a recent state-of-the-art calculation is limited to just one DNA-functionalized NP with four ssDNA, where each ssDNA is composed of ten bases. In order to overcome these limitations, we use a simple coarse-grained generalization of a model originally developed for tetrahedrally functionalized NP. previously, it has been shown that the model captures many of the salient features of DNA-driven assembly.

In this model, each nucleotide is represented by two force sites, one for the phosphate-sugar backbone (monomer site) and one for the nitrogenous base (sticky site). The backbone provides connectivity; the sticky site carries the information to make bridges between complementary bases (A–T and C–G) of different strands. For the steric repulsion of the DNA strand backbone, we use a Weeks-Chandler-Andersen potential (WCA), which is related to a force-shifted Lennard Jones potential (LJ),

$$U(r) = U_{LJ}(r) - U_{LJ}(r_c) - (r - r_c) \frac{dU_{LJ}}{dr} \Big|_{r=r_c},$$

where $r_c$ is a cutoff distance for the potential. The LJ potential has a characteristic energy $\epsilon$, and particle core size $\sigma$. For the WCA potential, eqn (1) is truncated at the minimum of the LJ potential ($r_c = 2\sigma$), so that interactions are purely repulsive. Additionally, each force site has mass $m$. For the remaining discussion, we use reduced units where length is given in units of $\sigma$ and energy in units of $\epsilon$; temperature is expressed in units of $k_B$; and time in units of $\sigma \sqrt{m/\epsilon}$.

The connectivity of the backbone monomers is provided by the finitely extensible, nonlinear-elastic (FENE) anharmonic spring potential,

$$U_{\text{FENE}}(r) = \frac{kR_0^2}{2} \ln \left[ 1 - \left( \frac{r}{R_0} \right)^2 \right],$$

where the bond strength $k = 30\epsilon/\sigma^2$ and the maximum bond extension $R_0 = 1.5\sigma$. In addition, a three-body bending potential

$$U_{\text{lin}}(r) = k_{\text{lin}}(1 + \cos \theta),$$

where $\theta$ is the angle defined by three consecutive monomers and $k_{\text{lin}}$ is the bending constant, provides the chain the characteristic rigidity of the DNA strands. To fix the value of $k_{\text{lin}}$, we wish to approximately match the experimentally known persistence length of ssDNA. Specifically, we compute the orientational correlation function of the backbone monomers from the scalar product of two unitary vectors $\langle \hat{u}_i, \hat{u}_j \rangle$ where $\hat{u}_i$ is defined by the bond connectivity between backbone monomers $i$ and $i + 1$. The orientational correlation function shows an exponential decay

$$\langle \hat{u}_i, \hat{u}_j \rangle \sim \exp \left( -\frac{|s_i - s_j|}{l_p} \right)$$

from which we obtain the persistence length $l_p$. Fig. 1 shows the effect $k_{\text{lin}}$ on $l_p$ for a few systems to test the impact of increased flexibility.

The attractive bases are represented by a small sticky site carrying the identity A, C, G or T. Each sticky site is connected to a monomer of the backbone chain using the same FENE potential (eqn (2)) linking the backbone monomers. We use the WCA potential between the sticky sites and the backbone, with $\sigma_\epsilon = 0.35\sigma$; in combination with the FENE potential, this choice holds the sticky site close to the backbone, which will be important to prevent multiple bonding of bases. Non-complementary sticky sites also interact via the WCA potential with $r_c = 2\sigma_\epsilon$ to avoid any attraction. Finally, complementary bases (i.e. A–T or C–G pairs) interact using the force-shifted LJ potential with $\sigma_\epsilon = 0.35\sigma$, truncated at $r_c = 2.5\sigma_\epsilon$ to include attraction. In this model, the binding strength for A–T and C–G pairs is the same. The range of attraction is short enough that when a complementary pair is within the interaction range, the steric repulsion of the backbone to which the sticky site is attached will not allow for a third base to come close enough to interact, thereby preserving the one-to-one binding of DNA bases. At this level of complexity, the DNA model captures the zipper-like transition of DNA, but does not reproduce the
helicity of DNA. More complex coarse-grained models are able to reproduce more detailed DNA structure, but spontaneous hybridization of these models on simulation time scales remains a challenge.

We model each nanoparticle as a collection of 13 force sites bonded together using the FENE potential to form an icosahedral geometry. There is one force site at each of the 12 vertices of the icosahedron, and one at the center to maintain stability of the NP. Non-bonded interactions between core force sites, or with force sites of the DNA chains, are given by the WCA potential with $\sigma = 1.0$.

To create functionalized complexes, we tether one end of an ssDNA to each vertex, as illustrated in Fig. 2(a). Bonds between the NP core and the strand are also given by the FENE potential (eqn (2)). To maintain the orientation of the arms relative to the core, we use the three-body bending potential of eqn (3). Specifically, for each strand attachment, we use the three-body bending potential amongst the attaching backbone site of the chain, the NP vertex to which it attaches, and the NP central core force site. This results in chains which are roughly normal to the NP surface, consistent with the fully atomistic simulations of Schatz and co-workers for ssDNA tethered to a gold NP.

We consider strands with $L$ number of bases. The bases nearest the NP make up a non-binding “spacer” region of length $s$ bases, and the outer bases of the chains have a specific “linking” sequence of length $l$ bases, that provides the possible connection between two NP (Fig. 2(a)). Obviously, $L = s + l$, and we consider values $s = 2$ or 4 and $l = 4, 6, 8$, so that $L$ varies from 6 to 12. The sequences have been chosen to try to maximize the energy difference between the fully linked strands and other partially bonded states, thereby decreasing the likelihood of partial bonding. Additionally, since our model does not distinguish the energy of A–T and C–G bonds, we select sequences where the binding-energy per base expected experimentally differs by less than 5%, regardless of $l$ (Table 1). This allows us to readily compare systems with different $l$.

We study two different types of possible NP functionalization. The first case we examine is when each NP is functionalized by identical strands with linker regions that are self-complementary in reverse order. As a result, strands attached to the same NP will not readily bind, but strands from different NP can link to build large aggregates. We refer to this as the NP1–NP1 linking case (Fig. 2(b) upper panel). The second case we consider is a binary system where two NP types have a linking sequence that will not bind to strands within the same NP, and are non-complementary to other NP of the same type. Thus NP of the same type cannot form aggregates. The sequences of different NP types are complementary, so that aggregates with a “checkboard” pattern, such as in a BCC crystal, are favored (Fig. 2(b) lower panel). We refer to this as the NP1–NP2 linking case.

We study the model using molecular dynamics simulations in the temperature range $0.09 \leq T \leq 0.160$ at densities compatible with either an FCC or BCC lattice (Fig. 3). We use periodic boundary conditions. To control temperature, we use the Nose-Hoover method, where $T$ is defined from the mean kinetic energy. We integrate the equations of motion using a two level, three-cycle velocity Verlet version of the rRESPA multiple time-step algorithm, with the forces separated into rapidly varying bonded forces and more slowly varying non-bonded forces. The time step for the bonded forces is 0.002.

The spontaneous formation of crystal states can be extremely slow in the simulations, and in many cases, spontaneous crystallization is not accessible in our simulation window.

![Fig. 2](image1.png) (a) Snapshot of two icosahedral NP functionalized by 12 ssDNA. The cylinders represent the bonds of the backbone of a ssDNA and the small spheres are a coarse-grained representation of the nitrogen bases. The backbone monomers are not shown for purpose of clarity. At low $T$, two NP with complementary linker regions will be bound by spontaneously zipping of the strands. (b) Example of possible sequences for the NP1–NP1 system in the upper panel, and the NP1–NP2 system in the lower panel. Here the $s$ represents the spacer region.

![Fig. 3](image2.png) Example of DNA functionalized nanoparticle lattices with: (a) FCC symmetry, NP1–NP1 interaction. Here, each ssDNA strand with $L = 6$ and $l = 4$; (b) BCC symmetry, NP1–NP2 interaction. Each ssDNA strand has $L = 8$ and $l = 6$.

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Linker sequences used in: (a) the NP1–NP1, and (b) the NP1–NP2 systems. We select sequences where the experimentally expected bonding energy per base differs by less than 5%, regardless of $l$. We calculate the bonding energy per base based on the data from ref. 44</th>
</tr>
</thead>
<tbody>
<tr>
<td>a) NP1–NP1</td>
<td></td>
</tr>
<tr>
<td>Number of linkers ($l$)</td>
<td>NP1 Sequence</td>
</tr>
<tr>
<td>4</td>
<td>GATC</td>
</tr>
<tr>
<td>6</td>
<td>GGTACC</td>
</tr>
<tr>
<td>8</td>
<td>GGTATACC</td>
</tr>
<tr>
<td>b) NP1–NP2</td>
<td></td>
</tr>
<tr>
<td>Number of linkers ($l$)</td>
<td>NP1 Sequence/NP2 Sequence</td>
</tr>
<tr>
<td>4</td>
<td>TCTCAGAG</td>
</tr>
<tr>
<td>6</td>
<td>TCTTCCAGAAGG</td>
</tr>
<tr>
<td>8</td>
<td>TTTCAGGGAAAGTCCC</td>
</tr>
</tbody>
</table>
Fortunately, we can prepare an initial crystal state by constraining the location of the centers of the NP to the desired crystal locations. The lattice spacing is determined by the DNA binding length. We determine this length in preliminary simulations from the first neighbor NP separation, given by the pair correlation function $g(r)$ for an NP dimer. By equilibrating this constrained system at low $T$, dsDNA links between different NP will spontaneously form. The resulting crystal will be kinetically stable at sufficiently low $T$, but it may not be a thermodynamically stable state. We examine the stability by thermal studies after removing the constraint on the NP centers.

Since it is computationally costly to study the model for very large systems, we would like to use a minimal size that still provides a good estimate of the thermodynamic limit. Accordingly, we checked for finite size effects on the total energy and free energy for crystal systems by examining an increasing number of unit cells of NP with either BCC (up to 64 unit cells, or 128 functionalized NP) or FCC symmetry (up to 27 unit cells, or 108 functionalized NP). Our tests indicated no change in the free energy for system sizes $\geq 8$ unit cells of either BCC or FCC symmetry. Accordingly, we present results for systems with 8 unit cells.

3 Free energy calculation

We calculate the free energy using the thermodynamic integration method.\(^{46}\) In this method, the free energy is calculated by parametrically coupling the potential energy of the system to the potential energy of a reference system for which the free energy can be directly, analytically evaluated.

Typically, the potentials are linearly coupled by a parameter $\lambda$, so that

$$U(\lambda) = (1 - \lambda)U_{\text{DNA}} + \lambda U_{\text{ref}}. \quad (5)$$

However, this linear coupling leads to unforeseen numerical problems when using the FENE bond potential. If the distance between two bonded particles exceeds the spacing $R_0$, the argument of the logarithm is negative, and the value of the potential becomes a non-real number. In principle, this should not occur, since the bonding force diverges approaching $R_0$. However, as $\lambda$ approaches 1, the system is controlled almost entirely by the reference potential, and it becomes numerically possible for particles sharing a bond to exceed the preferred bond distance, unless an impractically-small time step is used. Practically speaking, using the potential described by eqn (5), it is difficult to achieve meaningful results for $\lambda \geq 0.8$. To resolve this issue, we alter the coupling potential to make the bond potential more influential as $\lambda \rightarrow 1$. Specifically, we use

$$U(\lambda) = (1 - 0.1\lambda - 0.9\lambda^2)U_{\text{DNA}} + (0.1\lambda + 0.9\lambda^2)U_{\text{ref}}. \quad (6)$$

Following the standard procedure of thermodynamic integration, it is known that

$$\left(\frac{\partial F(\lambda)}{\partial \lambda}\right)_{N,V,T} = \left(\frac{\partial U(\lambda)}{\partial \lambda}\right)_{N} + \frac{T}{\beta}\left(\frac{\partial^2 U(\lambda)}{\partial \lambda^2}\right)_{N}, \quad (7)$$

where $F$ is the Helmholtz Free Energy. Integrating this result with respect to $\lambda$, and using eqn (6) we have

$$F_{\text{DNA}} = F_{\text{ref}} - \int_0^1 (7.2\lambda^2 + 0.1)(U_{\text{ref}} - U_{\text{DNA}}) d\lambda. \quad (8)$$

The harmonic potential is the most commonly used reference potential for this type of calculation. However, since we use periodic boundary conditions, we can potentially have problems since the harmonic potential has no periodicity. To solve this issue, we could track and correct for the boundary crossings. Instead, we use a potential that shares the system periodicity, namely

$$U_{\text{ref}}(r) = -U_0 \sum_{i=1}^3 \cos \left(\frac{2\pi}{V^3} r_i\right). \quad (9)$$

where $U_0$ is the amplitude of the potential, $V$ is the volume of the container and $r_i$ is the coordinate of particle $i$. For an N particle system interacting through $U_{\text{ref}}$, evaluation of the partition function shows that

$$F_{\text{ref}} = \frac{3N}{\beta} \ln \left(\frac{\rho^3 A}{\lambda_0} \left(2U_0\right)\right) \quad (10)$$

Here $\rho$ is the number density and $I_0(x)$ is the modified Bessel function of the first kind. Combining with eqn (8) and eqn (10), we have $F$ for the DNA system at some fixed temperature $T_0$ and density. Accordingly, we can evaluate the entropy

$$S(T_0) = \frac{E(T_0) - F(T_0)}{T_0}. \quad (11)$$

We obtain $S$ for any $T$ by exploiting the fact that

$$C_V = T \left(\frac{\partial S}{\partial T}\right)_V = \left(\frac{\partial E}{\partial T}\right)_V, \quad (12)$$

so that

$$S(T) = \int_{T_0}^T \frac{1}{T} \left(\frac{\partial E(T)}{\partial T}\right)_V dT + S(T_0). \quad (13)$$

The integrand can be evaluated numerically from data for $E(T)$. Using the results for $E$ and $S$, we obtain $F$ at any $T$.

4 Effect of the system type: single versus binary NP type

In this section, we compare the thermodynamic stability of crystals formed either by the NP1–NP1 or NP1–NP2 systems. We focus on a single value for the number of linkers $\ell = 4$ and number of spacers $s = 2$. In the next section we will explore variable $\ell$ and $s$ values.

4.1 FCC crystals

We start by evaluating the stability of heating systems initially prepared with FCC crystal symmetry. For the NP1–NP1 case, an initially prepared FCC configuration is kinetically stable at low enough $T$. In other words, on the time scale of the simulation, dsDNA breaking and reforming is not possible, so the structure remains intact. We heat this initial crystal state to test the limits of its kinetic stability. Fig. 4 shows the potential energy per NP as a function of $T$. The melting is apparent from a jump in energy. To confirm the melting to an amorphous state, we compute the static structure factor
at each value of $T$, so that we can check for the presence of Bragg peaks indicating FCC structure (Fig. 4). In eqn (14), the sum is over the NP, $\mathbf{r}_j$ and $\mathbf{T}_k$ are the instantaneous coordinates of the NP centers, $\mathbf{q}$ is the wave vector, and $\langle \ldots \rangle$ represents the average over equilibrium configurations. We confirm that the system melts in the range $0.124 \leq T \leq 0.125$ on heating, which we refer to as the kinetic melting temperature $T^*$. We distinguish $T^*$ from the thermodynamic melting temperature $T_M$, since, at this point, we cannot guarantee that the crystal is the most thermodynamically-stable state.

We also identify melting in two more ways which will be useful to rapidly identify melting in the other systems we examine. From the behavior of $S(q)$ (Fig. 4 (insets)), it is apparent that the amplitude of the crystal peaks change dramatically on melting. Therefore, one should be able to identify melting simply from the $T$ dependence of any peak. In practice, we find that the third peak of $S(q)$ located at $q_3 = 1.68$ provides the most clear indication of melting (Fig. 5(a)). Since the discontinuity in the energy can be potentially difficult to distinguish from the $T$ dependence of the energy, another convenient way to numerically locate $T^*$ is via the specific heat

$$C_V = \left( \frac{dE}{dT} \right)_V = \frac{1}{kT^2} \langle \Delta E^2 \rangle, \quad (15)$$

which we can calculate both from the numerical derivative of $E(T)$ and directly from the fluctuations $\Delta E^2 = \langle E^2 \rangle - \langle E \rangle^2$ from each simulation. In principal, $C_V$ has a discontinuity upon melting. Due to the finite intervals that we simulate, $C_V$ instead shows a peak when the crystal melts (Fig. 5(b)).

We next directly evaluate the thermodynamic $T_M$ of the crystal to compare with the kinetic $T^*$. To do so, we evaluate $S$ and $F$ for both the crystal on heating and the amorphous system on cooling, following the procedure outlined in section 3. Fig. 6 shows sample results for the FCC lattice. We confirm that the crystal does in fact have a lower free energy than the amorphous state at low $T$, and hence is thermodynamically stable. The crossing point of $F$ for the two phases indicates the location of the thermodynamic melting transition $T_M = 0.1243$. We find that $T_M$ nearly coincides with $T^*$, so that the metastability of the crystal does not appear to play a significant role determining $T^*$. This is consistent with crystal melting due to the unzipping of strands, since the zipper transition does not exhibit hysteresis.

For the NP1–NP2 interaction, we analyze the two following cases: First we consider a 50/50 binary NP1–NP2 mixture, where two elements of the FCC unit cell are NP1 and the other two are NP2. For this case, the crystal immediately melts once the NP are not artificially fixed in location, since the checkerboard structure is incompatible with making the FCC linkages. We also consider a 25/75 binary NP1–NP2 mixture, where one element of the FCC unit cell is NP1 and the three are NP2 so that 50% of FCC linkages can in principle be formed. The latter structure, after removing the constrains, is kinetically and thermodynamically stable upon heating. We compare the stability of the 25/75 binary NP1–NP2 mixture with the NP1–NP1 and we find that the latter has (by $\approx 3\%$) a greater $T_M$ and (by $\approx 50\%$) a greater $\Delta S(T_M)$ (Table 2). This difference appears due to the fact that the 25/75 lacks many bonds. Therefore, in the next section we will present the results of FCC lattices with only NP1–NP1 interactions.

### 4.2 BCC crystals

Next we turn our attention to the case of initially prepared BCC crystals. Experimentally, NP1–NP2 interactions have been
examined more frequently since it facilitates BCC formation.\textsuperscript{25,26} However, nothing explicitly prevents BCC formation in the NP1–NP1 systems. We will take advantage of our simulations to explicitly study the properties of both the NP1–NP1 and the NP1–NP2 BCC crystal. We followed the same procedure to produce crystals as described for the FCC systems so that we may evaluate $T_k$ and $T_M$ for the BCC lattices.

From heating an initially stable BCC crystal, we find that the NP1–NP2 system has a larger $T_k$ than the NP1–NP1 case, indicating that the NP1–NP2 system is more stable than the NP1–NP1 system (Fig. 7).

Curiously, we find that the energy of the crystal state of the NP1–NP1 system is less than that for NP1–NP2 at the same $T$ (Fig. 7(a)). Since the coordination number of a BCC lattice is 8 and the NP have 12 strands, there are some ssDNA strands that do not make nearest-neighbor bonds. In the NP1–NP1 case that we study, some of these unbonded strands are able to make connections with their second neighbors (Fig. 8). The second-neighbor bonds likely facilitate the melting to an amorphous state with a significant number of DNA links. We confirm that the NP1–NP2 crystal has a larger $T_M$ by \( \approx 3\% \) and bigger $\Delta S(T_M) = 50\%$, and this is thermodynamically more stable than the NP1–NP1 case (Table 2).

5 Effect of the number of bases in the spacer and linker regions

In this section, we focus our attention on the kinetic and thermodynamic stability for lattices with different numbers of spacer bases \( s \) and linker bases \( l \). For this analysis, we study only the most stable FCC (consisting of NP1–NP1) and the most stable BCC (NP1–NP2) lattices.

5.1 Numerical results

We first examine the effect of \( l \) on $T_M$ (Fig. 9). Because of the cooperativity of the zipper transition, increasing \( l \) makes unzipping of the dsDNA more difficult.\textsuperscript{44} We find that $T_M$ increases for systems with more linkers, consistent with the crystal melting as a result of the unzipping of DNA strands, rather than a reorganization of NPs that retain linked dsDNA. Since the melting is driven by the DNA hybridization, we can understand the coincidence of the kinetic and the thermodynamic melting temperatures, since the zipper transition does not exhibit strong hysteresis. We also find the FCC crystal has a greater $T_M$ than a BCC lattice with the same \( l \). The larger FCC coordination number \( z \) allows the NP to have more strands connected than in the BCC case, so that their are more linkages.

Table 2 The difference in entropy and the melting temperature for BCC and FCC lattices for the NP1–NP1 and the NP1–NP2 systems

<table>
<thead>
<tr>
<th></th>
<th>FCC</th>
<th>BCC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NP1–NP1</td>
<td>NP1–NP2</td>
</tr>
<tr>
<td>$\Delta S(T_M)/N_{NP}$</td>
<td>60.3</td>
<td>30.62</td>
</tr>
<tr>
<td>$T_M$</td>
<td>0.124</td>
<td>0.120</td>
</tr>
</tbody>
</table>
fixing the NP positions. Finally, Fig. 9 shows that $T_M$ decreases for systems with a longer spacer region. We next explore the origin of this effect.

In order to identify the variables that affect the stability of the crystal states, we first study how the energy of melting $\Delta U(T_M)$ changes for different $l$ and $s$. Fig. 10 shows that, as expected, $\Delta U(T_M)$ grows approximately linearly with $l$. Additionally, increasing $s$ decreases $\Delta U(T_M)$. To understand the $s$ dependence, we recognize that any distortion of the crystal network, will place a "strain" on the dsDNA bonds. For spacer regions that are less than the ssDNA persistence length (and hence relatively rigid), increasing $s$ places a larger torque on the dsDNA region due to distortions, such as from random thermal vibrations. Therefore, $\Delta U(T_M)$ due to melting the dsDNA bonds shrinks as $s$ grows.

We next examine the entropy of melting $\Delta S(T_M)$. Fig. 11 shows $\Delta S(T_M)$ has a roughly linear dependence on $l$ which can be anticipated from the extensive behavior of $\Delta U(T_M)$ on $l$. We find that $\Delta S(T_M)$ has a little dependence on the number of spacers. One might naively think that increasing $s$ would increase the difference in entropy between the crystal and the amorphous states, and therefore make the crystal more stable upon heating. However, since the $s < l_p$, the flexibility of the strand does not change significantly by adding a small number of bases to the spacer region, and thus $\Delta S(T_M)$ is not sensitive to $s$.

5.2 Model for $T_M$

Since $T_M = \frac{\Delta U(T_M)}{\Delta S(T_M)}$, we combine our observations about $\Delta U(T_M)$ and $\Delta S(T_M)$ to make a simple model to describe the dependence of $T_M$ on all control parameters. $\Delta U(T_M)$ grows linearly with $l$, simply due the extensive nature of bonding. To
model the decrease of $\Delta U(T_M)$, we consider that vibrations of NP from their ideal crystal positions should produce a torque on the dsDNA bonds, the strength of which will grow linearly with $s$. Combining these effects, we propose

$$\Delta U(T_M) = c_1 N_s/l - c_2 (s + r),$$

where $N_s$ is the number of strands attached to the NP surface, $r$ is the NP radius. We use $r + s$, the approximate total length from the NP core to the dsDNA, since changing the size of the core NP should increase the effects due to lattice distortions (although we do not test this here). Since $\Delta S(T_M)$ is linearly dependent on $l$ and is not significantly affected by $s$, we propose that

$$T_M = \frac{\Delta U(T_M)}{\Delta S(T_M)} = \frac{c_1 N_s/l - c_2 (s + r)}{N_s/l}.$$ 

Using this simple model, Fig. 12 shows that $T_M$ obtained for all values of $s$ and $l$ examined is well described by eqn (17). In addition, we have examined the behavior of $T_M$ for a limited set of $s$ and $l$ values using more flexible chains (with $k_{lin} = 1$), in case the success of our model is strongly sensitive to the chain flexibility. When we decrease $k_{lin}$, the connection between NP are less rigid, and so we expect the NP melt more readily. Indeed, we find a small decrease of $T_M$, by about 6–8%. Based on the logic of our model, changing $k_{lin}$ should only affect the constant $c_2$ in eqn (17) associated with the weakening due to the thermal vibration. Therefore, we use the same value of $c_1$ found for $k_{lin} = 3$, and find agreement with eqn (17) if $c_2$ increases (Fig. 12). Consequently, we conclude that our model is valid even if chains are somewhat more flexible, but maintaining a spacer region less than the persistence length. The present data do not allow us to test the $N_s$ and $r$ dependence on eqn (17) but a subsequent paper will explore these parameters.

6 Conclusion

Our molecular model for DNA-functionalized NP crystals has allowed us to test how several important control parameters can affect the crystal stability. We found that for NP functionalized with short DNA strands (6 to 12 bp), the stability of the lattices increases for systems with larger $l$ and smaller $s$. We found also that the NP1–NP1 interaction increases the stability of the FCC lattices and the NP1–NP2 interaction makes BCC lattices more stable. The crystal-amorphous melting is driven by the unzipping transition of the DNA strands. On the other hand, for BCC lattices with NP1–NP1 type, the crystal can melt by reorganization of the NP without a significant change in DNA linkages due to the formation of second-neighbors bonds.

Using this information, we presented a simple model which describes the melting transition as a function of the variables examined. From $S(T)$, we compute the entropy difference at $T_M$, which determines the heat of fusion $\Delta Q_F = T_M \Delta S(T_M)$, an indicator of the stability of the crystal relative to the amorphous state. From a design perspective, maximizing $\Delta S(T_M)$ should result in the most stable crystal state relative to the corresponding amorphous state. Although these preliminary results are encouraging for providing an understanding of the crystal stability, there are still more parameters to explore such as the number of strands attached to the NP surface, the mobility of the strands on the NP surface, and the size and geometry of the NP core, which we will study in an upcoming manuscript.

In contrast with this study, most experiments have examined strands which approach or exceed the strand persistence length. The behavior of these systems can potentially differ significantly. Future studies will aim bridge the understanding of the behavior of short and long DNA strands.

![Fig. 11](image1.png) Change in entropy at the melting temperature $T_M$ for FCC and BCC lattices with different $l$. The thermodynamic stability of the lattices depends linearly on $l$, but it does not show significance dependence on $s$.

![Fig. 12](image2.png) Parametric plot of the numerical $T_M$ as a function of the expected $T_M$ from eqn (17) for (a) FCC and (b) BCC lattices. For $k_{lin} = 3$, the free constants are $c_1 = 0.148$ and $c_2 = 0.299$ for FCC; for BCC $c_1 = 0.139$ and $c_2 = 0.244$. We also consider $k_{lin} = 1$, which should only change the constant $c_2$ in eqn (17), and find $c_2 = 0.336$ for the FCC and $c_2 = 0.366$ for the BCC data.
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