January 2002

Molecular dynamics simulation of a polymer melt with a nanoscopic particle

Francis W. Starr
Wesleyan University

T. B. Schroder

S. C. Glotzer

Follow this and additional works at: https://wesscholar.wesleyan.edu/div3facpubs

Part of the Physics Commons

Recommended Citation
Starr, Francis W.; Schroder, T. B.; and Glotzer, S. C., "Molecular dynamics simulation of a polymer melt with a nanoscopic particle" (2002). Division III Faculty Publications. 248.
https://wesscholar.wesleyan.edu/div3facpubs/248

This Article is brought to you for free and open access by the Natural Sciences and Mathematics at WesScholar. It has been accepted for inclusion in Division III Faculty Publications by an authorized administrator of WesScholar. For more information, please contact anelson01@wesleyan.edu, jmlozanowski@wesleyan.edu.
Molecular Dynamics Simulation of a Polymer Melt with a Nanoscopic Particle

Francis W. Starr,* Thomas B. Schröder,† and Sharon C. Glotzer‡

Polymers Division and Center for Theoretical and Computational Materials Science, National Institute of Standards and Technology, Gaithersburg, Maryland 20899

Received April 10, 2001; Revised Manuscript Received December 3, 2001

ABSTRACT: We perform molecular dynamics simulations of a bead–spring polymer melt surrounding a nanoscopic particle. We explore the effect of the polymer/nanoparticle interactions, surface-to-volume ratio, and boundary conditions on both the structure and dynamics of the polymer melt. We find that the chains near the nanoparticle surface are elongated and flattened and that this effect is independent of the interaction for the range of interactions we study. We show that the glass transition temperature $T_g$ of the melt can be shifted to either higher or lower temperatures by tuning the interactions between polymer and nanoparticle. A gradual change of the polymer dynamics approaching the nanoparticle surface causes the change in the glass transition. The magnitude of the shift is exaggerated by increasing fraction of surface monomers in the system. These behaviors support a "many-layer"-based interpretation of the dynamics. Our findings appear applicable to systems in which surface interactions dominate, including both traditional and nanofilled polymer melts, as well as systems with markedly different geometries, such as ultrathin polymer films. In particular, we show how our results might be compared with those obtained from experimental studies of "bound" polymer.

1. Introduction

Traditional fillers, such as carbon black, talc, and silica, have long been used to improve the properties of polymer materials and have been widely used for industrial purposes. The innovation of new materials remains an important goal, particularly in rapidly growing areas such as micro- and nanoelectronic devices. The need for new materials has driven an increased interest in understanding, at a molecular level, the changes in structural and dynamic properties caused by fillers and more recently by “nanoparticles”. Nanoparticles, such as gold particles, silica beads or silicate nanoparticles, fullerens and nanotubes, silsesquioxanes, and others have the potential to be far more homogeneously distributed than traditional fillers and in some cases allow for specifically designed shape and functionality, influencing the material properties at molecular scales.

Molecular simulations provide an excellent opportunity to directly study the influence of nanoparticles on structure and dynamics of polymers, since detailed information on the properties near a nanoparticle surface is difficult to obtain experimentally. In this paper, we study a model nanoparticle embedded in a dense melt of unentangled polymers via molecular dynamics simulation. We first probe the changes in melt structure due to the nanoparticle, which we find to be largely insensitive to the interactions between the nanoparticle and the polymers. The majority of our results focus on the changes in dynamics caused by the nanoparticle. We show the extent to which interactions between polymer chains and the nanoparticle, as well as the boundary conditions, change the glass transition temperature $T_g$ and the average and local dynamic properties of the melt. These results help rationalize experiments on filled polymers that report both increases and decreases of $T_g$, depending on the details of the system studied. A brief report of some of these results recently appeared in ref 12. An additional simulation study of a nanofilled polymers also recently appeared in ref 13.

Our results show a strong similarity to those previously found for ultrathin films and polymers near simple surfaces. As a result, it may be possible to interpret the changes induced by nanofillers in the same framework used to interpret the behavior of ultrathin polymer films and simple surfaces. In particular, ultrathin films have many important technological applications (e.g., paints, lubricants, adhesives, and electronic packaging), and the causes of changes in the structure and dynamics are a topic of continuing discussion. Our nanofiller results may contribute to this discussion.

We organize the paper as follows: in section 2 we describe the details of the simulation model and method. We focus on the structural changes induced by the nanoparticle in section 3 and on dynamic properties in section 4. In section 5 we discuss how our results relate to ultrathin film systems, where surface interactions also play an important role. We then expand our results by considering the effect of a free surface in section 6 and compare with experimentally studied “bound” polymers. Finally, we discuss the implications of our results and the role of surface interactions vs confinement in section 7.

2. Simulations

Our findings are based on molecular dynamics simulations of a single nanoscopic particle surrounded by a dense polymer melt as well as simulations of a pure melt for comparison purposes. We use a well-studied bead–spring model which models polymers as chains of monomers. All monomer pairs interact via a Lennard-...
the LJ energy parameter and \( m \) in units of \( \sigma \), present our results in “reduced units”, where length is in all directions. We summarize the thermodynamic and an average over chains and configurations. We study where \( r \) and \( R \) are adjustable parameters that we will discuss. Several truncations of the LJ potential have been considered in previous works; Kremer and Grest truncated at the minimum of the LJ potential and shifted the potential so that it is zero and continuous at \( 2^{1/6} \sigma \) (where \( \sigma \) is the LJ length parameter), resulting in a nearly athermal model. Bennemann et al. truncated and shifted the potential at \( 2^{2/3} \sigma \), resulting in a system displaying a temperature-driven glass transition, as we also desire. However, the truncation used by Bennemann et al. has a discontinuity in the force at the cutoff distance \( r_c \). An expression for the force without a discontinuity allows for direct potential energy minimization via a steepest descent in order to study the underlying potential energy surface, often used to characterize glass-forming systems; such a study of this model will be presented elsewhere. To avoid a discontinuity in the force, we use the so-called “shifted-force” (sf) potential \( V_{\text{sf}}(r) \) for \( r < r_c \)

\[
V_{\text{sf}}(r) = V_{\text{LJ}}(r) - V_{\text{LJ}}(r_c) - (r - r_c) \frac{dV_{\text{LJ}}(r)}{dr} \bigg|_{r=r_c} \tag{2}
\]

We choose \( r_c = 2.5 \sigma \). For \( r > r_c \), \( V_{\text{sf}}(r) = 0 \). We find that this potential results in a melt with no significant qualitative differences from those of ref 33. However, we point out that ref 33 studied chains of 10 monomers, while we focus on chains of 20 monomers. We use reduced units in which \( m = \sigma = 1 \) (\( \epsilon \) is the LJ energy parameter and \( m \) is the monomer mass), since we do not aim to study a specific polymer, and we present our results in “reduced units”, where length is in units of \( a \), time in units of \( \sqrt{m_0 \rho} \), and temperature in units of \( k_B T_0 \) (\( k_B \) is Boltzmann’s constant). The parameters of the FENE potential are \( k = 30 \) and \( R_0 = 1.5 \), as used in ref 33. This choice introduces incompatible length scales in the inter- and intrapolymer interactions; this incompatibility inhibits crystallization, allowing us to study the slow dynamics approaching the glass transition. Furthermore, this choice ensures relatively stiff bonds and avoids very high-frequency modes and chain crossing. The average bond length for these parameter choices is narrowly distributed around 0.96. For the pure melt, we simulate 100 chains of \( M = 20 \) monomers each (a total of \( N = 2000 \) monomers), below the entanglement length, but long enough that chains exhibit Gaussian statistics, in the sense that the end-to-end distance \( R_e^2 = 6R_g^2 \), where the radius of gyration is defined by

\[
R_g^2 = \frac{1}{M^2} \sum_{i=1}^{M} (\mathbf{r}_i - \mathbf{r}_{\text{ave}})^2 \tag{3}
\]

where \( \mathbf{r}_i \) is the position of monomer \( i \) and \( \langle \ldots \rangle \) denotes an average over chains and configurations. We study state points in the range \( T = 0.35 \sim 4.0 \) at a constant density of \( \rho = 1.0 \). Periodic boundary conditions are used in all directions. We summarize the thermodynamic and simulation details of each state point corresponding to the pure melt in Table 1.

We wish to model the nanoparticle with sufficient detail that it has general features typical of both traditional filler particles, such as a primary carbon black particle, and newer nanoparticles. Therefore, we design the nanoparticle such that (i) it has a size of order 10 nm and (ii) it is highly faceted and symmetric, such as gold nanoparticles. Specifically, we choose an icosahedral shape for the nanoparticle.

To maintain the icosahedral shape, we assign ideal force sites at the vertices, at four equidistant sites along each edge of length \( l = 5^{1/2} \sigma \), and at six symmetric sites on the interior of each face of the icosahedron, forming a triangular lattice, as shown in Figure 1a. The size of the facets is chosen roughly equal to the end-to-end distance \( R_e \) of the polymers comprising the surrounding melt, which is \( 0(10 \text{ nm}) \). We tether a LJ particle to each of these sites by a FENE spring to maintain a relatively rigid structure, which allows for thermalization and a small surface roughness of the nanoparticle. For the tether we use a stiffer spring (\( k_0 = 45 \)), larger mass (\( m_0 = 2m \)), and smaller bond length parameter (\( R_0^\text{p} = 1.0 \)) than used for the polymers to reduce the fluctuation of nanoparticle sites. For interactions between the nanoparticle force sites, we use the same form of LJ interaction as used for nonbonded monomers, given in eq 2. We choose the nanoparticle site size \( \sigma_0 = \sigma \), and the strength of the particle–particle interactions \( \epsilon_{\text{pp}} = 2 \epsilon \). The nanoparticle site spacing of \( 2^{1/6} \), the preferred distance of the LJ potential, is small enough to prevent chains from penetrating the nanoparticle surface, except at very high density or temperature. To avoid any spurious effects that might be induced by a large cavity inside the nanoparticle, a replica of the particle with three sites on an edge and one with only sites at the vertices are layered inside the outer icosahedron, reminiscent of a “Russian doll”. This yields a total 356 force sites associated with the nanoparticle.

To determine which properties are a result of the steric constraints (excluded volume) imposed by the nanoparticle and which properties are affected by monomer–particle attraction, we consider a system with

---

**Table 1. Summary of the Simulations of the Pure Melt**

<table>
<thead>
<tr>
<th>( T )</th>
<th>( U )</th>
<th>( r )</th>
<th>( t_{eq} )</th>
<th>( t_{tr} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.350</td>
<td>14.65</td>
<td>678</td>
<td>( 3.3 \times 10^4 )</td>
<td>( 5 \times 10^4 )</td>
</tr>
<tr>
<td>0.370</td>
<td>14.68</td>
<td>285</td>
<td>( 5 \times 10^3 )</td>
<td>( 3 \times 10^4 )</td>
</tr>
<tr>
<td>0.401</td>
<td>14.73</td>
<td>132</td>
<td>( 2.6 \times 10^3 )</td>
<td>( 4 \times 10^3 )</td>
</tr>
<tr>
<td>0.423</td>
<td>14.77</td>
<td>72.2</td>
<td>( 1.5 \times 10^3 )</td>
<td>( 3 \times 10^3 )</td>
</tr>
<tr>
<td>0.447</td>
<td>14.81</td>
<td>45.9</td>
<td>( 2 \times 10^3 )</td>
<td>( 1 \times 10^3 )</td>
</tr>
<tr>
<td>0.495</td>
<td>14.89</td>
<td>22.6</td>
<td>( 1.5 \times 10^3 )</td>
<td>( 1 \times 10^3 )</td>
</tr>
<tr>
<td>0.583</td>
<td>15.04</td>
<td>10.2</td>
<td>( 1.5 \times 10^3 )</td>
<td>( 3 \times 10^3 )</td>
</tr>
<tr>
<td>0.693</td>
<td>15.20</td>
<td>5.38</td>
<td>( 3 \times 10^2 )</td>
<td>( 4 \times 10^2 )</td>
</tr>
<tr>
<td>0.795</td>
<td>15.35</td>
<td>3.84</td>
<td>( 1 \times 10^2 )</td>
<td>( 4 \times 10^2 )</td>
</tr>
<tr>
<td>0.903</td>
<td>15.57</td>
<td>2.74</td>
<td>( 6 \times 10^2 )</td>
<td>( 4 \times 10^2 )</td>
</tr>
<tr>
<td>1.005</td>
<td>15.65</td>
<td>2.19</td>
<td>( 1 \times 10^3 )</td>
<td>( 2 \times 10^2 )</td>
</tr>
<tr>
<td>1.256</td>
<td>15.98</td>
<td>1.55</td>
<td>( 1 \times 10^2 )</td>
<td>( 2 \times 10^2 )</td>
</tr>
<tr>
<td>1.510</td>
<td>16.30</td>
<td>1.15</td>
<td>( 4 \times 10^2 )</td>
<td>( 1 \times 10^2 )</td>
</tr>
</tbody>
</table>

*All simulations consist of 100 chains of 20 monomers at density 1.0. \( U \) is the average potential energy per particle, and \( r \) is the relaxation time of the intermediate scattering function of the monomers at the \( q \)-vector corresponding to the maximum in the structure factor. State points are equilibrated for a time \( t_{eq} \), followed by production runs of duration \( t_{tr} \); the number of time steps may be recovered by dividing by the incremental time step of 0.002. We average dynamic properties over multiple possible starting times to reduce noise. Note that at \( T = 0.35 \) and 0.37, we perform two independent runs to further improve statistics.*
a nanoparticle having only an excluded-volume interaction as well as a system with a nanoparticle having excluded-volume and attractive interactions. We choose the same parameters for the interaction potential for all nanoparticle force sites.39 We also use the LJ interaction described by eq 2 for monomer–nanoparticle interactions in the case of the attractive nanoparticle; for excluded-volume interactions only, we drop the r^6 attractive term in the LJ potential and leave all other parameters unchanged. For monomer–particle interactions, we use the Lorentz–Berthelot mixing rules ε_{mp} = ω ε_{mm} f_{m} f_{p}. Our choice yields monomer–particle interactions that are stronger than monomer–monomer interactions, as expected for many nanoparticles and fillers. A snapshot of the simulation is shown in Figure 1b.

We simulate systems with 400, 200, and 100 chains of M = 20 monomers each (for totals of N = 8000, 4000, and 2000 monomers) to address the effect of varying the number of polymers. All chains have 20 monomers, and N_p is the total number of polymers.

### Table 2. Summary of the Simulations of the Polymer/Nanoparticle System for Excluded-Volume Interactions

<table>
<thead>
<tr>
<th>T</th>
<th>N_p</th>
<th>L</th>
<th>U</th>
<th>r</th>
<th>t_eq</th>
<th>t_pr</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.35</td>
<td>400</td>
<td>20.4</td>
<td>13.73</td>
<td>2166</td>
<td>1.2 × 10^4</td>
<td>3.6 × 10^4</td>
</tr>
<tr>
<td>0.37</td>
<td>400</td>
<td>20.4</td>
<td>13.76</td>
<td>928</td>
<td>9 × 10^3</td>
<td>1.8 × 10^4</td>
</tr>
<tr>
<td>0.40</td>
<td>400</td>
<td>20.4</td>
<td>13.80</td>
<td>386</td>
<td>7.8 × 10^3</td>
<td>1.8 × 10^4</td>
</tr>
<tr>
<td>0.42</td>
<td>400</td>
<td>16.51</td>
<td>12.97</td>
<td>951</td>
<td>1.8 × 10^4</td>
<td>6 × 10^4</td>
</tr>
<tr>
<td>0.45</td>
<td>400</td>
<td>20.4</td>
<td>13.90</td>
<td>787</td>
<td>6 × 10^3</td>
<td>1.5 × 10^4</td>
</tr>
<tr>
<td>0.50</td>
<td>400</td>
<td>20.4</td>
<td>13.99</td>
<td>40.5</td>
<td>6 × 10^3</td>
<td>1.5 × 10^4</td>
</tr>
<tr>
<td>0.55</td>
<td>400</td>
<td>20.4</td>
<td>13.99</td>
<td>65.1</td>
<td>1.2 × 10^4</td>
<td>4.8 × 10^4</td>
</tr>
<tr>
<td>0.60</td>
<td>400</td>
<td>20.4</td>
<td>13.99</td>
<td>116</td>
<td>6 × 10^3</td>
<td>2.4 × 10^4</td>
</tr>
<tr>
<td>0.70</td>
<td>400</td>
<td>20.4</td>
<td>14.32</td>
<td>6.98</td>
<td>1.8 × 10^3</td>
<td>3 × 10^4</td>
</tr>
<tr>
<td>0.80</td>
<td>400</td>
<td>20.4</td>
<td>14.84</td>
<td>4.60</td>
<td>1.2 × 10^3</td>
<td>1.8 × 10^4</td>
</tr>
<tr>
<td>0.90</td>
<td>400</td>
<td>20.4</td>
<td>14.62</td>
<td>3.23</td>
<td>1.5 × 10^3</td>
<td>9 × 10^4</td>
</tr>
<tr>
<td>1.00</td>
<td>400</td>
<td>20.4</td>
<td>14.47</td>
<td>2.59</td>
<td>1.2 × 10^3</td>
<td>9 × 10^4</td>
</tr>
<tr>
<td>1.20</td>
<td>400</td>
<td>20.4</td>
<td>15.04</td>
<td>1.79</td>
<td>1.2 × 10^3</td>
<td>6 × 10^4</td>
</tr>
<tr>
<td>1.50</td>
<td>400</td>
<td>20.4</td>
<td>15.43</td>
<td>1.31</td>
<td>1.2 × 10^3</td>
<td>6 × 10^4</td>
</tr>
<tr>
<td>2.00</td>
<td>400</td>
<td>20.4</td>
<td>15.83</td>
<td>1.29</td>
<td>1.2 × 10^3</td>
<td>6 × 10^4</td>
</tr>
</tbody>
</table>

*At the two lowest T, two runs were performed to improve statistics. All chains have 20 monomers, and N_p is the total number of polymers.

### Table 3. Summary of the Simulations of the Polymer/Nanoparticle System for Excluded-Volume Interactions

<table>
<thead>
<tr>
<th>T</th>
<th>L</th>
<th>U</th>
<th>r</th>
<th>t_eq</th>
<th>t_pr</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.40</td>
<td>20.6</td>
<td>13.98</td>
<td>106</td>
<td>3 × 10^2</td>
<td>6 × 10^3</td>
</tr>
<tr>
<td>0.45</td>
<td>20.58</td>
<td>14.07</td>
<td>103</td>
<td>1.8 × 10^3</td>
<td>1.2 × 10^3</td>
</tr>
<tr>
<td>0.50</td>
<td>20.56</td>
<td>14.26</td>
<td>28</td>
<td>1.5 × 10^3</td>
<td>6 × 10^3</td>
</tr>
<tr>
<td>0.60</td>
<td>20.54</td>
<td>14.32</td>
<td>7.83</td>
<td>1.2 × 10^3</td>
<td>3 × 10^2</td>
</tr>
<tr>
<td>0.70</td>
<td>20.52</td>
<td>14.48</td>
<td>5.76</td>
<td>1.2 × 10^3</td>
<td>3 × 10^2</td>
</tr>
<tr>
<td>0.80</td>
<td>20.51</td>
<td>14.63</td>
<td>4.09</td>
<td>1.2 × 10^3</td>
<td>3 × 10^2</td>
</tr>
<tr>
<td>1.00</td>
<td>20.49</td>
<td>14.92</td>
<td>2.57</td>
<td>1.2 × 10^3</td>
<td>1.2 × 10^2</td>
</tr>
</tbody>
</table>

*All simulations are of 400 chains of 20 monomers each.

interactions. We summarize the box sizes and temperatures simulated in Tables 2 and 3.

We employ the rRESPA multiple time step algorithm to improve simulation speed;36 we use a basic time step of 0.002 and use a three-cycle velocity verlet version of rRESPA with the forces separated into bonded (fast) and nonbonded (slow) components. The temperature is adjusted using the Andersen method;36 for production runs, we wish to study the Newtonian dynamics present in the NVE ensemble. However, a small drift in the total energy (causing a slight increase in T) due to the accumulation of round-off error is unavoidable in the long simulations we present; to avoid any increase in T, we weakly couple the temperature to a Berendsen thermostat36 with a time constant 1000.

### 3. Effect of Nanoparticle on Structure

We first focus our attention on the effect the nanoparticle has on the melt structure. One of the simplest characterizations of the melt structure is the monomer pair distribution function g(r). In Figure 2, we show g(r) for the pure system and the filled systems with 8000
monomer—particle attraction; these density oscillations persist over a distance of roughly 4–5 monomers. Not surprisingly, the density profile becomes better defined as T decreases. In the case of nonattractive interactions, there is an enhancement in the density in the first layer. However, notice that the location of the first layer is “pushed out” slightly, in comparison to the attractive nanoparticle case. The position of this peak increases with decreasing T, since the monomers have less kinetic energy, limiting the distance of closest approach. The presence of a maximum in the absence of attraction is explained by the effective repulsion caused by the reduction in chain configurations near the wall, coupled with the dense melt pushing monomers back toward the surface, creating a “sandwiching” effect.21 The presence of a maximum and subsequent oscillations in ρ(d) for both the attractive and nonattractive cases are consistent with the density profile of monomers observed near a smooth wall.18–21

3.2. Chain Conformation. The changes in the density profile must also be accompanied by some change in the local packing of the polymer chains, to which g(r) is clearly insensitive. Other measures of the average structure, such as ⟨Rg⟩, ⟨R2⟩, and distribution of bond lengths and angles, show no significant deviations from the pure system. However, by focusing on the dependence of Rg (or R2) on the distance d of the center-of-mass of a chain from the nanoparticle surface, we find a change in the overall polymer structure near the surface. We also resolve the radial component Rg⊥ of Rg relative to the nanoparticle center (approximately the component perpendicular to the particle surface). We obtain the radial component by substituting the segment vector rj − ri in eq 3 with the dot product of the segment vector and the normalized bisector of each chain segment relative to the particle center, yielding

\[
R_{g}^{2} = \frac{1}{M^{2}} \sum_{i,j=0}^{M} \frac{(r_{i} - r_{j}) \cdot (r_{i} + r_{j})^2}{|r_{i} + r_{j}|}
\]  (4)

Note that this equation assumes the filler center is located at the origin. In Figure 4, we show Rg2 and R2  for both attractive and nonattractive monomer—particle interactions at one temperature. Rg2 increases by about 25% on approaching the particle surface; at the same time Rg2 decreases by slightly more than a factor of 2 for both attractive and nonattractive systems. The combination of these results indicates that the polymers become slightly elongated near the surface and flatten significantly, orienting with the particle surface. Note that not all monomers belonging to a given “surface polymer” are located in the first surface layer, as depicted in Figure 5. We also point out that the chains retain a Gaussian conformation near the nanoparticle surface, in the sense that Rg2 = 6R2. However, the probability distribution of the monomer coordinates is not symmetric in all directions.

The range of the flattening effect roughly spans a distance Rg from the surface, and the results depend only weakly on T. We also performed an additional simulation with double the attraction strength between the nanoparticle and polymers and did not find any significant further effect on the chain structure. The independence of the chain structure on the interaction

monomers at a low T, where we expect the structural differences are most pronounced since the thermal noise is reduced. There is no obvious difference in g(r) between the filled and unfilled systems. Since the relative number of “surface” monomers is quite small in the 8000 monomer system, any differences in structure caused by surface effects are overwhelmed. However, even in the smaller filled systems (with a greater surface-to-volume ratio), we find that the differences in g(r) are quite small.

3.1. Monomer Density Profile. To better understand the structural changes in the vicinity of the nanoparticle surface, we calculate the monomer density ρ(d) as a function of the distance d from the nanoparticle surface. Since the nanoparticle is icosahedral, it is nontrivial to calculate the distance of a monomer from the nearest surface. However, since the nanoparticle is nearly spherical, we may reasonably estimate d = r − rsurface, where r is the radial position of a monomer relative to the particle center and rsurface = (1/12)(42 + 18√5) is the radius of the inscribed sphere of the icosahedron. We show ρ(d) for the filled system with (i) attractive and (ii) nonattractive (excluded volume only) interactions in Figure 3. In both cases, ρ(d) has a well-defined layer structure. In the attractive case, we see a pronounced enhancement in the polymer density in the first layer, which we expect due to the relatively strong

Figure 2. Pair distribution function g(r) for each system studied at T = 0.4. Successive curves are shifted by 0.2 on the vertical axis for clarity. When not shifted, the curves are nearly indistinguishable. Excluded-volume interactions correspond to the nonattractive case.

Figure 3. Monomer density profile ρ(d) as a function of the distance from the nanoparticle surface for T = 0.4 and T = 1.0.
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suggests that the altered shape of the polymers is primarily due to geometric constraints of packing the chains close (\(d \approx R_g\)) to the surface. In other words, the surface provides a preferential orientation for the polymers, and it is natural that this effect should persist for a distance \(R_g\), roughly corresponding to the chain size. These results are also reminiscent of the properties of polymers near a wall and polymer thin films, despite the comparable size of chains and the nanoparticle, which we will discuss in detail in section 5.

In the case that the interactions with the nanoparticle are significantly stronger and longer ranged, the observed effect on chain structure may be quite different. For an attractive interaction, increasing the strength and range would likely exaggerate the current effect; conversely, for a long-ranged repulsion, the chain might be elongated perpendicular to the surface, similar to a polymer brush. We expect such alteration in structure both from physical intuition and on theoretical grounds.\(^{41,42}\)

4. Effect of Nanoparticle on Melt Dynamics

4.1. Effect of Polymer–Particle Interactions. To quantify the effect of the nanoparticle on \(T_g\) and on dynamic properties, we first calculate the relaxation time \(\tau\) of the radially-averaged intermediate scattering function

\[
F(q,t) \equiv \frac{1}{NS(q)} \left( \sum_{jk=1}^{N} e^{-i q (\mathbf{r}_j(t) - \mathbf{r}_k(0))} \right)
\]

We normalize by the structure factor \(S(q)\) such that \(F(q,0) = 1\). The characteristic time for the decay of \(F(q,t)\) diverges as \(q \to 0\) and has a local maximum at \(q_0 \approx 7.08\), the location of the first maximum in \(S(q)\). We show \(F(q,t)\) for several \(T\) for each system studied in Figure 6. At sufficiently low \(T\), each system shows a two-step relaxation of \(F(q,t)\). Notice that for the filled attractive system, where the relaxation at a given \(T\) is slowest, \(F(q,t)\) does not fully decay to zero at the lowest temperatures. This indicates that there is a very slow component of the relaxation; indeed, as we will show later, this appears to be attributable to slowed dynamics near the surface of the nanoparticle.

To facilitate comparison of the relaxation between systems, we next focus on the relaxation time \(\tau\), which we define by \(F(q,\tau) = 0.2\). The exact choice for the definition of \(\tau\) does not qualitatively affect our results. Relative to the pure system, we find that \(\tau\) is larger at
each $T$ for the attractive system, and this difference increases with decreasing $T$ (Figure 7). Hence, one expects that the attractive system has a higher $T_\theta$. Conversely, $\tau$ in the nonattractive system is nearly indistinguishable from that in the pure system at high $T$; $\tau$ in the nonattractive system is slightly smaller at low $T$ than in the pure system, and this difference increases with decreasing $T$. Thus, we expect the nonattractive system to have a lower $T_\theta$ than the pure system.

As a quantitative check on the expected $T_\theta$ shift, we fit $\tau$ to the Vogel–Fulcher–Tamann (VFT) form

$$\tau \sim e^{A/(T-\Theta)}$$

where $\Theta_\theta$ is typically quite close to the experimental $T_\theta$ value.\(^{43}\) provided the data used to fit eq 6 are at sufficiently low $T$; hence, changes in $T_\theta$ are reflected in $\Theta_\theta$. Consistent with the changes in $\tau$ relative to the pure melt, we find that $T_\theta$ increases in the system with attractive interactions but decreases in the system with only an excluded-volume interaction. Thus, the effect of the steric hindrance introduced by the nanoparticle decreases $\tau(T)$ and $T_\theta$, although monomers have a reduced number of directions in which to move, and hence degrees of freedom that aid in the loss of correlations. The fact that $T_\theta$ shifts in opposite directions for attractive vs purely excluded-volume interactions demonstrates the importance of the surface interactions, which we will probe further in the following.

4.2. Effect of Concentration. Experiments on filled polymer melts have shown that $T_\theta$ shifts become more pronounced as the filler concentration increases.\(^{1,9–11}\) However, simulating many nanoparticles in the melt requires system sizes substantially larger than we consider. However, we can trivially see some of the effects of concentration in the present simulations by varying the number of polymers surrounding the nanoparticle. This will show us the effect of changing the surface-to-volume ratio but does not provide insight into the possible changes due to interactions of polymers with multiple nanoparticles, such as chain bridging between nanoparticles or confinement.

Figure 8 shows estimated $T_\theta$ values for each system size studied. As the mass fraction of nanoparticle (and thus surface-to-volume ratio) increases, the shift of $T_\theta$ becomes more pronounced. This is consistent with the hypothesis that the $T_\theta$ shifts result from changes in the dynamics in the vicinity of the surface. The next section focuses on characterizing these surface dynamics.

4.3. Dynamics Approaching Nanoparticle Surface. To elucidate how the polymer dynamics are influenced by the interactions with the surface, we probe the melt dynamics as a function of distance from the nanoparticle surface. This can be done in the context of $F(q,t)$ but is more clearly understood by limiting ourselves to the self (or incoherent) part $F_{self}(q,t)$ of $F(q,t)$.

To examine the relaxation properties of monomers near the surface, and as a function of distance from the surface, we calculate $F_{self}(q,t)$ on the basis of the position of a monomer at $t=0$. To further simplify this without loss of generality, we utilize the fact that monomers form well-defined layers surrounding the nanoparticle, as shown in Figure 3; hence, we split $F_{self}(q,t)$ into the contribution from monomers located in each layer at $t=0$. In this way, we decompose

$$F_{self}(q,t) = \frac{1}{N} \sum_{N_{layer}} N_{layer} F_{layer}^{self}(q,t)$$

where $N_{layer}$ is the number of monomers in a given layer.

We show $F_{layer}^{self}(q,t)$ as well as $F_{self}(q,t)$ for $T = 0.4$ in Figure 9.\(^{44}\) In the attractive system, the relaxation of the layers closest to the nanoparticle are slowest, consistent with the system dynamics being slowed by the attraction to the nanoparticle and the increase in $T_\theta$. Conversely, for the nonattractive system, we find that the relaxation of surface layer monomers is significantly enhanced compared to the bulk, consistent with the decrease of $T_\theta$. The altered dynamics persist for a distance slightly less than $2R_g$ from the surface. We also show in Figure 10 that the relaxation of $F_{layer}^{self}(q,t)$ for monomers farthest from the nanoparticle surface is nearly coincident with $F_{self}(q,t)$ of the pure system, for either choice of monomer–particle interactions, indicating that at large distances bulklike behavior is recovered. Our results demonstrate that interactions play a key role in controlling $T_\theta$ and the local dynamics of polymer/nanoparticle mixtures.

We further probe the effect of attractive interactions by performing a simulation with a stronger monomer–particle attraction ($\chi_{mp} = 2$) and another simulation with a weaker attraction ($\chi_{mp} = 0.5$). Figure 11 shows the
slightly slower dynamics in the primary (rapid vibrational dephasing than the average and weaker, the monomers near the surface show a more significantly slower relaxation of \( T_{\text{g}} \) near the surface is slowed by roughly 2 orders of magnitude. In contrast, (b) shows the relaxation of \( F_{\text{self}}(q,t) \) is enhanced by roughly 1 order of magnitude near the surface. The relaxation time of the outermost layer in both cases nearly coincides with the relaxation time of the pure system.

Since we know that the monomers order in layers around the nanoparticle and the chain structure is nonisotropic near the nanoparticle surface, we wish to know whether there is an accompanying anisotropy in the dynamics of the monomers. More specifically, is there an increased tendency for monomers to remain within a specific layer, with relatively infrequent layer changes? This can be easily addressed by decomposing

\[
F_{\text{self}}(q,t) = F_{\text{self}}^\perp(q,t) F_{\text{self}}^\parallel(q,t)
\]

where \( F_{\text{self}}^\perp(q,t) \) is the radial component relative to the nanoparticle center, roughly perpendicular to the nanoparticle surface, and \( F_{\text{self}}^\parallel(q,t) \) combines the angular components, roughly parallel to the nanoparticle surface. The component \( F_{\text{self}}^\perp(q,t) \) is obtained by substituting \( r_j(t) - r_j(0) \) of eq 5 with the radial component, analogous to the calculation of \( R_g \) in eq 4. In the normalization, \( S(q) \) must also be broken into components in the same fashion.

If the relaxation is isotropic, then we expect \( F_{\text{self}}(q,t) = (F_{\text{self}}^\parallel(q,t))^3 \). Alternatively, if there is a decreased tendency for monomer exchange between layers, \( F_{\text{self}}^\perp(q,t))^3 > F_{\text{self}}(q,t) \); i.e., the correlations involving motions between layers will not have relaxed as much as the correlations for motion within a layer. Figure 12 shows that at \( T = 0.4 \) \( F_{\text{self}}(q,t) \approx (F_{\text{self}}^\parallel(q,t))^3 \), but \( (F_{\text{self}}^\perp(q,t))^3 \) is slightly larger for sufficiently large \( t \). Hence, there is a slight increased relative tendency for monomer motion to occur within the layer rather than between layers.

In parallel with Figure 8, we also show how \( F(q_0,t) \) varies as a function of the system size for \( T = 0.5 \) (Figure 13). As we decrease the system size, the ratio

**Figure 9.** \( F_{\text{self}}(q_0,t) \) for the average of all monomers (dotted line) and decomposed into layers (defined by the distance from the nanoparticle surface) for (a) attractive interactions and (b) nonattractive interactions at \( T = 0.4 \). We define the layers using the monomer density profile \( \rho(d(R_j)) \), as shown in Figure 3. We use the minima in \( \rho(d) \) to define the boundary between layers. In (a), we see that the relaxation near the nanoparticle surface is slowed by roughly 2 orders of magnitude. In contrast, (b) shows the relaxation of \( F_{\text{self}}(q,t) \) is enhanced by roughly 1 order of magnitude near the surface. The relaxation time of the outermost layer in both cases nearly coincides with the relaxation time of the pure system.

**Figure 10.** \( F_{\text{self}}(q,t) \) for the outermost monomers for both choices of particle–polymer interactions compared with \( F_{\text{self}}(q,t) \) of the pure system.

results for \( F_{\text{layer}}(q_0,t) \) for each of these systems at \( T = 0.4 \). The system with strong interactions shows significantly slower relaxation of \( F_{\text{layer}}^\parallel(q_0,t) \) near the nanoparticle surface, and these monomers do not fully relax on a time scale that is reasonably accessible to our simulations; as a result, we expect that the increase in \( T_g \) is greater than that observed for weaker attractions. On the other hand, when the attraction is made much weaker, the monomers near the surface show a more rapid vibrational dephasing than the average and slightly slower dynamics in the primary (a) relaxation of \( F_{\text{self}}(q_0,t) \). Hence, it might be possible that \( T_g \) could shift to lower \( T \), even when there are attractive monomer–particle interactions, provided they are quite weak.
of surface to volume increases, and so \( F(q, t) \) decays more slowly. However, if we consider the relaxation of each layer (Figure 14), we see that each layer relaxes more or less identically as we decrease the system size, except that the number of layers is reduced.

### 4.4. Effect of Geometry: Dynamics near a Corner

Our simulations focus on the effects of a single nanoscopic particle surrounded by an unentangled melt of polymer chains. A real polymer-particle system, such as a filled polymer, contains many particles, and so there may be effects due to the interactions and geometry of multiple particles that we cannot capture in the present study. We expect the effect of interactions near the particle surface to be largely the same when many nanoparticles are present in the melt, but we expect additional effects on dynamic properties due to the more complex geometrical constraints. However, the dispersion of particles in the melt will be sensitive to the interactions, which will in turn affect the overall melt properties. This is an important area of future study.

In the present system, we can explore the limited effect of the geometry by studying, e.g., the dynamics of monomers near the nanoparticle corners.

We calculate \( F_{\text{self}}(q_0, t) \) for those monomers that are initially within one monomer spacing of a corner of the nanoparticle. In Figure 15, we see that the relaxation of the corner monomers is qualitatively very similar to other surface monomers but somewhat faster. This can be expected since, at the corners, there are more free directions for a monomer to move than at a face of the nanoparticle. This supports the expectation that interactions will have a similar effect for more geometrically complicated orientations.

### 5. Relationship to Ultrathin Films

As we hinted at earlier, our results seem applicable not only to nanoparticle/polymer systems but also to nearly any polymer system where surface interactions are important. One pertinent example is ultrathin polymer films (thickness \( \lesssim 100 \) nm), where there is a long-standing debate on the role of interactions vs confinement on \( T_g \) shifts, local melt dynamics, and melt structure. Our simulations allow us to address the effects of interactions with a surface, without the additional complication of confinement effects present in thin films. It is largely agreed that ultrathin films on strongly attractive substrates increase \( T_g \) while weak substrate interactions (or no substrate, as in freely standing films) lead to a downward shift of \( T_g \); this is consistent with our results. This consistency is reasonable for particles with facets that are relatively smooth and large compared to \( R_g \) for nanoscopic particles, such as we study, it is interesting that a correspondence occurs even for \( R_g \) close to the nanoparticle size.

Not surprisingly, the magnitude of the shifts we observe depends on the relative quantities of polymer
and nanoparticle; a greater nanoparticle concentration would have a more dramatic effect (as observed experimentally in refs 9–11). Insofar as the magnitude of effects depends only on the ratio of the surface to bulk monomers, the thickness of the film is analogous to the inverse of the concentration of the nanoparticles. This is consistent with the experimental observation that \( T_g \) shifts are more pronounced as film thickness decreases. Recently, there have been several experiments on segmental motion in both freely standing and supported ultrathin films. The observed speedup of segmental dynamics is consistent with a decreased \( T_g \) found in calorimetric measurements. At this time, it is not clear whether a model with layers of different mobility is applicable to understand \( T_g \) shifts of thin films; however, the parallel behavior we observe between the thin films and our simulations of a polymer–particle system supports this viewpoint. Finally, the elongation and flattening of polymers we observe near the nanoparticle have been observed in thin-film simulations as well as recent experiments: the range of the effect found in ref 15 is quantitatively consistent with our results, which show the effect only for a range of roughly \( R_g \), while the results of ref 16 observed flattening for film thicknesses \( \leq 6R_g \). We also found, as in ref 15, that the chains retain a Gaussian structure near the surface, since \( R_g^2 \approx 6R_g^2 \). Thus, our findings demonstrate that confinement is not a necessary ingredient for the observed changes in the dynamics and structure of polymers near surfaces. While our results provide strong support for interpreting the results for particle/polymer mixtures, filled melts, and ultrathin films in the same general framework, it is obvious that much care must be used when analyzing specific systems.

6. Effect of a Free Surface

From an experimental standpoint, it is difficult to explicitly study the properties of surface polymers in a filled melt; ultrathin films avoid this complication, since nearly all monomers are near a surface. For filled systems, pure “unbound” polymers are solvent extracted, using methods such as Soxhlet extraction, which leave only a thin layer of “bound” polymer which strongly adheres to the particle surface. The removal of the bulk material facilitates studying the properties of polymers near the nanoparticle surface but also leaves a free surface. Similarly, for supported or freely standing films, at least one surface of the film is free. Hence, it is not immediately clear how our results can relate to these more complicated experimental situations.

While we do not attempt to simulate the chemical process of chain extraction that yields bound polymer, we can gain some insight into what differences there may be between the results we have presented and what is experimentally observed when there is a free surface. In the initial study, we took great care to set up the simulation so that the melt density far from the surface has always the same value. This prevents any significant changes due to differences in the overall density. However, in an experiment, the free boundary and constant pressure will result in a \( T \)-dependent density far from the particle. We can introduce similar conditions by simply removing the periodic boundary conditions of our original simulations, such that the outermost chains are in contact with a free surface (for the attractive nanoparticle). Whether or not the chains will leave the nanoparticle surface will depend on \( T \). For \( T \leq \epsilon \), no polymers will separate from the nanoparticle, since both the monomer–monomer and monomer–particle attraction exceeds \( T \) (neglecting the entropic contribution to the free energy). For \( \epsilon < T < \epsilon_{\text{mp}} \), some chains do escape, but others remain near the nanoparticle surface due to the stronger monomer–particle attraction. For \( T \geq \epsilon_{\text{mp}} \), all chains evaporate from the nanoparticle surface. This is similar to the experimental observation that the amount of bound rubber depends on the temperature at which the extraction is performed. At large enough \( T \), all the rubber is extracted as the monomer–particle interaction strength is exceeded. It should be noted that higher molecular weights, where entanglement becomes significant, will only evaporate at higher \( T \).

6.1. Bound Polymer Structure. We calculate the density profile for \( T = 0.4, 0.5, 0.6, 0.8, 1.0, 1.2, \) and 1.5. In the case of the bulk system, the density profile had very little \( T \) dependence, while for the bound polymers we see that \( T \) plays a very important role (Figure 16), as expected due to the competition between attraction and temperature. As \( T \) increases, the attraction to the nanoparticle surface plays an increasingly less important role, and the thickness of the polymer layer surrounding the particle increases. For \( T > 1.0 \), we see the kinetics dominate, and some chains leave the nanoparticle surface, resulting in a less well-defined interface between the bound and unbound chains. At \( T = 1.5 \), no chains remain at the nanoparticle surface, and the polymer forms a diffuse gas of chains.

We can estimate the thickness of the bound layer as a function of \( T \) by calculating the distance at which \( \rho(d) \) vanishes. However, because of fluctuations of the outermost chains, this value is not very reliable. Hence, we estimate the thickness by the distance at which \( \rho(d) = 0.01 \), a small but reproducible value of density. As expected from Figure 16, Figure 17 shows that the thickness increases with \( T \). For freely standing films, it has been predicted that the film thickness should increase linearly with \( T \) when the film is not glassy; in the range \( 0.4 < T < 1.5 \), where the polymers are not glassy, we find that the thickness is not a linear function of \( T \) and can instead be well-approximated by a quadratic expression. The significance of a quadratic form for the thickness and the constants required in the quadratic is unclear. It is possible that we do not observe linear behavior because the dynamics in the \( T \) range we study are significantly anharmonic and the molecular weight is small. At lower \( T \) (closer to but above \( T_g \))
is possible that linear behavior may be observed, but such simulations are beyond the scope of the present study.

We checked the effect of increasing the strength of the monomer–particle attraction; increasing the monomer–particle attraction alters the density profile at small distances but has little effect on the density at larger distances. Additionally, the temperature at which all chains will unbind from the nanoparticle surface must also be higher, due to the increased attraction. Hence, for our system, the range, rather than the strength, of the attraction appears more important for the thickness of the polymer layer surrounding the nanoparticle. However, we point out that our chains are below the entanglement threshold; entanglement of outer layer chains with more strongly bound surface chains may show qualitatively different results when the interaction strength is changed.

6.2. Bound Polymer Dynamics. We first explore the change in dynamics of the bound polymers by comparing the relaxation time τ of F(q₀,t) with that of the bulk system (Figure 18). We find that at each T the relaxation time of the bound system is significantly smaller than that of the bulk system; however, at low T, τ appears to increase far more quickly (in other words, the system appears more fragile[50]). Correspondingly, using a VFT fit (eq 6), we estimate T₀ = 0.25 ± 0.02 for the bound system, larger than T₀ = 0.184 ± 0.006 that we estimated for the bulk system.

The fact that τ is significantly smaller at each T for the bound polymers can be rationalized by again examining F_self(q₀,t). Figure 19 shows that the layers closest to the nanoparticle surface are dramatically slowed, as we previously observed in the bulk system. However, as we approach the free surface of the bound polymers, the relaxation of F_self(q₀,t) is dramatically enhanced, such that the relaxation time of monomers in the outer layer is roughly 4 orders of magnitude faster than that of the innermost monomers.[42] As a result (since there are many more monomers in the outermost layer than the innermost layer), the overall relaxation time of the system is reduced. The fact that the outermost monomers relax more quickly is not surprising since the monomers are unbounded on one side and thus can explore space with far fewer constraints on their motion. Indeed, enhanced chain mobility near free surfaces has been observed previously.[14]

7. Discussion

By varying the polymer/particle interactions and the surface-to-volume ratio, we are able to rationalize the observed changes in the dynamic properties due to surface interactions. Moreover, our results suggest that tentative predictions can be made for the structure and dynamics of systems where a relatively simple surface is present. The changes in surface dynamics give rise to the expectation that attractive interactions will increase the expectation that attractive interactions will increase T⁰ while very weak interactions can suppress T⁰. Such predictions are consistent with experimental observations in thin films. However, by also considering the free surface problem, we have seen that these predictions can be difficult to apply.

For systems with both a well-defined and a free surface, such as bound polymers and supported films, the interactions at each surface differ. The resulting large variation of the relaxation time between the two surfaces makes it difficult to predict how T⁰ will be affected for a given polymer–particle interaction strength and range. In the case of Figure 19, if the bound polymer region is thin (very few layers), T⁰ will likely increase with attractive monomer–particle attractions. For a larger thickness of bound polymers (similar to the number of layers we observe), where outer layers of monomer relax far more quickly that inner monomers, T⁰ will likely decrease. Furthermore, for a case with very thick bound polymer, one can imagine that such a disparity in time scales between the inner and outer layers could lead to the presence of two (or more) detectable glass transitions. Hence, while our results provide a clear indication of the effects of a single nanoparticle, the overall result on bulk properties will depend significantly on the specific system properties.
When interpreting changes in the dynamic properties in a system with confinement of interfering surfaces, there are at least two obvious causes to be considered: (i) changes in local dynamics due to surface interactions and (ii) changes in global dynamics due to “interference” with “important” length scales. Generally, we have interpreted the dynamical changes in terms of a local layer-based model, where the dynamics near a surface are altered by the surface interactions and bulk behavior is recovered sufficiently far from the surface. This interpretation appears robust for our results, since far from the nanoparticle surface the monomer dynamics are nearly identical to that of the pure system (as measured by the self-intermediate scattering function in Figure 10). However, recent studies on the spatially heterogeneous dynamics of polymer melts indicate the existence of a growing length scale on cooling, connected to the increased range of collective motion in the system. In the T range we consider, the length scale of this motion is still smaller than the separation of the periodic images of the nanoparticle, and so focusing of this motion is still smaller than the separation of the systems. Hence, using only a layer-based model to explain changes in the experimentally measured Tg may not be sufficient to understand the physics of confined systems near Tg.

The parameters of our simulations were chosen such that the density far from the nanoparticle surface is the same as that of the pure melt we compare with. This was done to limit the source of structural and dynamic changes to the geometry and interactions of the nanoparticle. Experimentally, it is far more common that the pressure remains constant, and hence density varies. Relatively small changes in density can result in significant changes in the bulk dynamics and glass transition temperature. Hence, it is natural to ask whether the results here have relevance to a system at constant pressure. Clearly, the qualitative changes in surface dynamics, dominated by interactions, will be similar whether or not density changes. For bulk properties, the situation is not so obvious. At constant pressure, the addition of an attractive nanoparticle will result in an increased density. For most systems, Tg increases with increasing density, and so the increase of Tg we observe would be amplified. Thus, our results should also be useful for interpreting changes at constant pressure, but a direct comparison would be useful to identify the quantitative differences between the systems.
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(38) The length \( l \) is chosen to be a multiple of \( 2^{1/6} \) so that nanoparticle force sites are separated by the preferred distance of the Lennard-Jones potential.
(39) For some fillers and nanoparticles, it is expected that interactions with the edges will be stronger than interactions with the face. It is not immediately clear how the qualitative results for such a nanoparticle might differ; this question will be addressed in a separate work.
(44) At distances beyond where the layers are clearly observable, we define layers using the typical layer thickness found at smaller distance from the filller surface. This allows us to probe changes in the dynamics at distances beyond where the layers are well defined.
(47) In fact, to simplify modification of the simulation code, we do not remove the periodic boundary conditions. Instead, we increase the box size by a factor of 4 (and hence the volume by a factor of 64), so that the chains may separate from the surface and exist as a highly diffuse gas.
(48) Naturally, we can only make the test of chains remaining at the nanoparticle surface for the case of attractive monomer–particle interactions; in the excluded-volume case, all chains will eventually leave the nanoparticle surface, even if the chains themselves remain in the melt state.