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Abstract

The Combinatorial Nullstellensatz is an algebraic technique first introduced by Noga Alon [2] in 1999. Being closely related to the famous Hilbert’s Nullstellensatz, it has extensive applications in combinatorics and number theory where various results are obtained by analyzing roots of well-chosen polynomials. In this thesis, we present the two main theorems associated with the Combinatorial Nullstellensatz along with their original proofs. Moreover, we give attention to alternative proofs and extensions of these theorems that were introduced in later papers by other researchers as well as discuss several existing applications, focusing our attention on those in graph theory. Using the Combinatorial Nullstellensatz, we give a necessary and sufficient condition for an $m$-uniform hypergraph to be $k$-colorable, thus generalizing one of Alon’s results. We also introduce a fun application of the Combinatorial Nullstellensatz in determining the existence of solutions to the well-known Sudoku Puzzle.
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1 Introduction

The Hilbert’s Nullstellensatz is an important theorem in algebraic geometry which asserts the following:

(Hilbert’s Nullstellessatz, [9]) Let $\mathbb{F}$ be an algebraically closed field and $I$ be an ideal in the polynomial ring $\mathbb{F}[x_1, \ldots, x_n]$. If $f \in \mathbb{F}[x_1, \ldots, x_n]$ is a polynomial that vanishes over all common roots of the elements in $I$, then $f^k \in I$ for some positive integer $k$.

The proof of the above theorem can be found in [3]. It is clear that if the ideal $I$ above is radical, we get that $f \in I$. (Refer to Section 3.1 for the definition of a radical ideal). The Combinatorial Nullstellensatz I is the theorem that is obtained by taking $I$ to be the ideal finitely generated by some special univariate polynomials $g_1(x_1), \ldots, g_n(x_n)$ in the ring $\mathbb{F}[x_1, \ldots, x_n]$, in which case the requirement that $\mathbb{F}$ is algebraically closed may be relaxed to obtain the same conclusion. Moreover, the alternative proof given by Vishnoi [14], which we present in Section 3.1, demonstrates that in that special case, $I = \langle g_1(x_1), \ldots, g_n(x_n) \rangle$ is a radical ideal, and by the remark above we are able to conclude that $f \in I$. The Combinatorial Nullstellensatz I finds many application in graph theory, especially in graph coloring where $f$ is often taken to be the graph polynomial (Section 4.2). Furthermore, the theorem is applicable in hypergraph coloring. One of the interesting applications of the Combinatorial Nullstellensatz I given by Alon is that it gives a necessary and sufficient condition for a 3-uniform hypergraph to be 2-colorable. We generalize his result to arbitrary $m$-uniform hypergraphs and arbitrary $k$ colors in Section 4.2. The theorem may also be used in determining
the existence of solutions to a given Sudoku Puzzle, when we view the puzzle as a partially colored graph. We introduce this application in Section 4.3.

The Combinatorial Nullstellensatz II is the theorem that was originally proven to be a consequence of the Combinatorial Nullstellensatz I which asserts that for any field $\mathbb{F}$ and a polynomial $f \in \mathbb{F}[x_1, \ldots, x_n]$ satisfying certain conditions, there is a tuple $(a_1, \ldots, a_n)$ in a subset of $\mathbb{F}^n$ on which $f$ doesn’t vanish. This theorem has numerous applications in number theory, linear algebra, graph theory and other areas, and we discuss some of them here.

A shorter proof of the Combinatorial Nullstellensatz II that is independent of the Combinatorial Nullstellensatz I was given by Michałek [13] in 2010, which we present in Section 3.2. It has led to a discovery of a more general version of the theorem by Łason [12], in which the requirement that the polynomial $f$ must be of a particular degree may be relaxed (Section 3.3). We present an application of this generalized theorem in Section 4.6.

Throughout this work, let $[n]$ denote the set $\{1, \ldots, n\}$ for every natural number $n$. We presuppose the reader is familiar with basic concepts in commutative algebra and graph theory. We also follow the terminology of [3] and [15] for the concepts not explicitly defined in this paper.

2 Combinatorial Nullstellensatz: Main Theorems

In this section, we will state and present the original proofs of the two main theorems associated with the Combinatorial Nullstellensatz. Before we do so, we
need the following lemma.

**Lemma 1.** [2] Let \( F \) be a field and let \( f \in F[x_1, \cdots, x_n] \) be a polynomial of degree at most \( t_i \) in the variable \( x_i \) for each \( i \in [n] \). Also, for each such \( i \), let \( A_i \subseteq F \) be a set of distinct members of \( F \) such that \( |A_i| \geq t_i + 1 \). If \( f(a_1, \cdots, a_n) = 0 \) for all \((a_1, \cdots, a_n) \in A_1 \times \cdots \times A_n\), then \( f \) is the zero polynomial.

**Proof.** We prove the claim by induction. For the base case, let \( n = 1 \). Then \( f \) is a polynomial in one variable \( x \) of degree at most \( t \). Let \( A \subseteq F \) such that \( |A| \geq t + 1 \). If \( f \) is not the zero polynomial, it has at most \( t \) roots. But we know that \( f \) vanishes at all elements of \( A \), so it has to be the zero polynomial.

Now assume that the lemma holds for the polynomials in \( n - 1 \) variables. Let \( f = f(x_1, \cdots, x_n) \) and let \( A_i \subseteq F \) be a set of distinct members of \( F \) such that \( |A_i| \geq t_i + 1 \) for all \( i \in [n] \). Note that we can re-write \( f \) as follows:

\[
f = \sum_{i=0}^{t_n} g_i(x_1, \cdots, x_{n-1}) x_n^i
\]

where each \( g_i \) is a polynomial with degree at most \( t_i \) in each variable \( x_i \), by the hypothesis. Let \((a_1, \cdots, a_{n-1}) \in A_1 \times \cdots \times A_{n-1}\) be arbitrary. Consider the polynomial \( f(a_1, \cdots, a_{n-1}, x_n) \), which is a polynomial in one variable \( x_n \). We know that \( f \) vanishes for all specified \( n \)-tuples, so \( f(a_1, \cdots, a_{n-1}, a_n) = 0 \) for all \( a_n \in A_n \). Since \( |A_n| \geq t_n + 1 \) and \( \deg_{x_n}(f) = t_n \), we have that \( f(a_1, \cdots, a_{n-1}, x_n) \equiv 0 \), just as in the base case. From the way, we re-wrote \( f \) above, it follows that \( g_i(a_1, \cdots, a_{n-1}) = 0 \) for all \( i \in \{0\} \cup [t_n] \). Since \((a_1, \cdots, a_{n-1})\) was arbitrary, each \( g_i \) vanishes at all elements of \( A_1 \times \cdots \times A_{n-1} \). By the inductive hypothesis, \( g_i \) is the zero polynomial for all \( i \). It immediately follows that \( f \) is the zero polynomial. \( \square \)
2.1 Combinatorial Nullstellensatz I

**Theorem 1** (Combinatorial Nullstellensatz I). Let $\mathbb{F}$ be a field and let $f = f(x_1, \ldots, x_n)$ be a polynomial in $\mathbb{F}[x_1, \ldots, x_n]$. Let $A_1, \ldots, A_n$ be finite non-empty subsets of $\mathbb{F}$ and define $g_i(x_i) = \prod_{a \in A_i} (x_i - a)$ (note $g_i$ is a polynomial in one variable). If $f(a_1, \ldots, a_n) = 0$ for all $a_i \in A_i$ (i.e. if $f$ vanishes at all common zeros of $g_1, \ldots, g_n$), then there are polynomials $h_1, \ldots, h_n \in \mathbb{F}[x_1, \ldots, x_n]$ satisfying $\deg(h_i) \leq \deg(f) - \deg(g_i)$ such that:

$$f = \sum_{i=1}^{n} h_i g_i.$$

**Proof.** Let $t_i = |A_i| - 1$ for each $i \in [n]$. Note that each $g_i$ can be re-written as:

$$g_i(x_i) = \prod_{a \in A_i} (x_i - a) = x_i^{|A_i|} - \sum_{j=0}^{t_i} g_{i,j} x_i^j = x_i^{t_i+1} - \sum_{j=0}^{t_i} g_{i,j} x_i^j \quad (1)$$

where $g_{i,j}$ are the appropriate coefficients. Consider the following relation:

$$x_i^{t_i+1} = \sum_{j=0}^{t_i} g_{i,j} x_i^j. \quad (2)$$

We can see that the relation holds when evaluated at any $a_i \in A_i$ by noting that $g_i(a_i) = 0$ and applying (1). Now, we will construct the polynomial $\hat{f}$ as follows: we start with the polynomial $f$ and for all $i \in [n]$ repeatedly replace each term of the form $x_i^{d_i}$ where $d_i > t_i$ by a linear combination of smaller powers in $x_i$ using the relation in (2). Below we demonstrate how to do it for the first 3 terms. The terms in dark red are the terms that are in $f$ but are left out when constructing $\hat{f}$. The terms in black on the right-hand side are the terms that are in $\hat{f}$. 


\[ x_i^{t_i+1} = g_i(x_i) + \sum_{j=0}^{t_i} g_{i,j} x_i^j \]

\[ x_i^{t_i+2} = g_i(x_i) x_i + \sum_{j=0}^{t_i} g_{i,j} x_i^{j+1} \]

\[
= g_i(x_i) x_i + g_{i,t_i} x_i^{t_i+1} + \sum_{j=0}^{t_i-1} g_{i,j} x_i^{j+1} \\
= g_i(x_i) x_i + g_{i,t_i} g_i(x_i) + g_{i,t_i} \sum_{j=0}^{t_i} g_{i,j} x_i^j + \sum_{j=0}^{t_i} g_{i,j-1} x_i^j \\
= g_i(x_i) (x_i + g_{i,t_i}) + g_{i,t_i} \sum_{j=0}^{t_i} g_{i,j} x_i^j + \sum_{j=0}^{t_i} h_{i,j} x_i^j \quad (*)
\]

\[
= g_i(x_i) \left( x_i + g_{i,t_i} \right) + \sum_{j=0}^{t_i} q_{i,j} x_i^j \quad (**) 
\]

where in (*) we define \( h_{i,0} = 0 \) and for all \( j > 0 \) we define \( h_{i,j} = g_{i,j-1} \). In (**) we define \( q_{i,j} = g_{i,t_i} g_{i,j} + h_{i,j} \). Similarly, observe:

\[ x_i^{t_i+3} = g_i(x_i) (x_i + g_{i,t_i}) x_i + \sum_{j=0}^{t_i} q_{i,j} x_i^{j+1} \]

\[
= g_i(x_i) \left( x_i^2 + g_{i,t_i+1} x_i \right) + q_{i,t_i} x_i^{t_i+1} + \sum_{j=0}^{t_i-1} q_{i,j} x_i^{j+1} \\
= g_i(x_i) \left( x_i^2 + g_{i,t_i+1} x_i \right) + q_{i,t_i} g_i(x_i) + q_{i,t_i} \sum_{j=0}^{t_i} g_{i,j} x_i^j + \sum_{j=0}^{t_i} p_{i,j} x_i^j \quad (*)
\]

\[
= g_i(x_i) \left( x_i^2 + g_{i,t_i} x_i + q_{i,t_i} \right) + \sum_{j=0}^{t_i} r_{i,j} x_i^j \quad (**) 
\]

where we let where in (*) we define \( p_{i,0} = 0 \) and for all \( j > 0 \) we define \( p_{i,j} = q_{i,j-1} \). In (**) we define \( r_{i,j} = q_{i,t_i} g_{i,j} + p_{i,j} \). The above computation may be generalized to an arbitrary \( d_i > t_i \) by induction by combining sums in this manner. We
can see that each of the dark red terms will always have a multiple of \( g_i(x_i) \) by construction. So, we can now see that the polynomial \( \hat{f} \) is obtained from \( f \) by subtracting terms of the form \( h_i g_i \) for each \( i \in [n] \), where \( h_i \) is a polynomial in \( \mathbb{F}[x_1, \ldots, x_n] \). Stated differently, we have that:

\[
    f = \hat{f} + \sum_{i=1}^{n} h_i g_i.
\]

By a previous remark, the relation (2) holds true for all elements in \( A_1 \times \cdots \times A_n \), so \( \hat{f}(a_1, \ldots, a_n) = f(a_1, \ldots, a_n) \) for all \( (a_1, \ldots, a_n) \in A_1 \times \cdots \times A_n \). Since \( f \) vanishes at all these tuples by assumption, so does \( \hat{f} \). But since we also have that \( \hat{f} \) is of degree at most \( t_i \) in each variable \( x_i \) for all \( i \in [n] \), applying Lemma 1, we conclude that \( \hat{f} \) is the zero polynomial. So,

\[
    f = \sum_{i=1}^{n} h_i g_i
\]

as desired. Moreover, it is also clear that for each \( i \in [n] \):

\[
    \deg(f) \geq \deg(h_i g_i) = \deg(h_i) + \deg(g_i)
\]

since \( \mathbb{F} \) is a field, and thus an integral domain. So we also get that \( \deg(h_i) \leq \deg(f) - \deg(g_i) \), and this concludes the proof.

\[\square\]

### 2.2 Combinatorial Nullstellensatz II

**Theorem 2** (Combinatorial Nullstellensatz II). [2] Let \( \mathbb{F} \) be a field and \( f = f(x_1, \ldots, x_n) \) be a polynomial in \( \mathbb{F}[x_1, \ldots, x_n] \). For each \( i \in [n] \), let \( t_i \) be a non-negative integer, and suppose \( \deg(f) = \sum_{i=1}^{n} t_i \). Also, suppose that the coefficient
of $\prod_{i=1}^{n} x_i^{t_i}$ in $f$ is non-zero. Then, for all subsets $A_i \subseteq F$ such that $|A_i| > t_i$, $i \in [n]$, there are $a_1 \in A_1, \ldots, a_n \in A_n$ such that $f(a_1, \ldots, a_n) \neq 0$.

Proof. Note that we may assume that $|A_i| = t_i + 1$ for all $i \in [n]$, since if the cardinality of $A_i$ is greater, the result will follow as well. Suppose, toward a contradiction, that the theorem is false, so $f$ vanishes at all elements of $A_1 \times \cdots \times A_n$. Define $g_i(x_i) = \prod_{a \in A_i} (x_i - a)$. By Theorem 1, since $f$ vanishes at all common zeros of $g_1, \ldots, g_n$, by assumption, we get polynomials $h_1, \ldots, h_n \in F[x_1, \ldots, x_n]$ satisfying $\deg(h_j) \leq \deg(f) - \deg(g_j) = \sum_{i=1}^{n} t_i - \deg(g_j)$, such that

$$f = \sum_{i=1}^{n} h_i g_i.$$  

(3)

Now note that, by the hypothesis, the coefficient of $\prod_{i=1}^{n} x_i^{t_i}$ in $f$ is non-zero, so it has to be non-zero in $\sum_{i=1}^{n} h_i g_i$. However,

$$\deg(h_i g_i) = \deg \left( h_i \prod_{a \in A_i} (x_i - a) \right) = \deg(h_i) + \deg(g_i) \leq \deg(f).$$

This means that $\deg(f)$ is a maximum degree of each of the terms in the sum on the right-hand side of (3). Each term of degree $\deg(f)$ in the sum in (3) looks like $y \cdot x_i^{t_i+1}$ for some $y$ that is a highest-power term in $h_i$ for some $i$. Hence each term of degree $\deg(f)$ is divisible by $x_i^{t_i+1}$ for some $i \in [n]$. But $\prod_{i=1}^{n} x_i^{t_i}$ is of degree $\deg(f)$ and has a non-zero coefficient in $f$, by assumption. It is, however, not divisible by $x_i^{t_i+1}$ for any $i$. This is a contradiction to the equality in (3). \qed
3 Alternative Proofs and Extensions

The proofs presented in the previous section are the original proofs suggested by Alon [2]. Because of the usefulness of the Combinatorial Nullstellensatz, alternative proofs of the above theorems were soon introduced by other researchers. We present these proofs in this section.

3.1 Algebraic Proof of the Combinatorial Nullstellensatz I

The purely algebraic proof of Theorem 1, which uses basic facts from commutative algebra, was first introduced by N. Vishnoi [14]. We present his proof here filling in all the details left to the reader in the original paper. Before proceeding with the proof, let us state several preliminary algebraic definitions.

Let $R$ be a commutative ring with identity. An ideal $I$ of $R$ is a subset of $R$ satisfying two properties:

1. $I$ is a subgroup of $R$ under the operation of addition;

2. for all $x \in I$ and $r \in R$, $xr \in I$.

We say that an ideal $M$ or $R$ is maximal if $M \neq R$ and there are no proper ideals of $R$ properly containing $M$. For any two ideals $I$ and $J$ of $R$, we define their addition as follows:

$$I + J = \{a + b : a \in I, b \in J\}.$$ 

The multiplication is defined as follows:

$$IJ = \left\{ \sum_{i=1}^{m} a_i b_i : a_i \in I, b_i \in J, m \in \mathbb{N} \right\}.$$ 
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It is easy to verify that the sets defined above are ideals. We say that $I$ and $J$ are coprime if $I + J = R$. Note that if $I$ and $J$ are distinct maximal ideals of $R$, then they are coprime, since $I \subsetneq I + J$, so $I + J = R$.

Define:

$\sqrt{I} = \{a : a^k \in I, \ k \in \mathbb{N}^+\}$.

An ideal $I$ is a radical ideal if $\sqrt{I} = I$.

For any field $\mathbb{F}$ and polynomials $f_1, \cdots, f_m$ in the ring $\mathbb{F}[x_1, \cdots, x_n]$ where $m, n \in \mathbb{N}$, we define the variety of $f_1, \cdots, f_m$ to be the set of all their common roots, denoted by $V(f_1, \cdots, f_m)$. We will also write $\langle f_1, \cdots, f_m \rangle$ to denote the ideal generated by the polynomials $f_1, \cdots, f_m$.

The next proposition can be found in most algebra textbooks. For completeness, we present the proof of it outlined in [3].

**Proposition 1.** [3] Let $R$ be a commutative ring with identity and let $m \in \mathbb{N}$. If $I_1, \cdots, I_m$ are pairwise coprime ideals of $R$, then:

$I_1 \cdots I_m = I_1 \cap \cdots \cap I_m$

**Proof.** Let $m \in \mathbb{N}$ be given and let $I_1, \cdots, I_m$ be pairwise coprime ideals of $R$. Let $J = \prod_{k=1}^{m-1} I_k$. We claim that $J$ and $I_m$ are coprime. To prove the claim, observe that since for all $k \in [m - 1]$, $I_k$ and $I_m$ are coprime, then $I_k + I_m = R = \langle 1 \rangle$. Therefore, there is some $x_k \in I_k$ and $y_k \in I_m$ such that $x_k + y_k = 1$. Then we
have the following equality:

\[
\prod_{k=1}^{m-1} x_k = \prod_{k=1}^{m-1} (1 - y_k) = 1 \mod I_m
\]

where the last equality follows from the fact that \( y_k \in I_m \) for all \( k \in [m - 1] \), and so are their products. But then we have that \( J + I_n = \langle 1 \rangle \), so indeed \( J \) and \( I_n \) are coprime.

Due to the above claim, it now suffices to prove the proposition for the case when \( m = 2 \), as it can then be easily generalized to arbitrary \( m \) by induction. Hence, we may assume \( m = 2 \), so the claim becomes:

\[
I_1 I_2 = I_1 \cap I_2.
\]

We proceed to prove this by double containment. First, observe that \( I_1 I_2 \), by definition, is the sum of the products of the form \( ab \) where \( a \in I_1 \) and \( b \in I_2 \). Hence, it suffices to show that \( ab \in I_1 \cap I_2 \) for all such \( a \) and \( b \). But this follows directly from the definition of an ideal: since \( a \in I_1 \), then \( ab \in I_1 \), and similarly since \( b \in I_2 \), then \( ab \in I_2 \). Hence \( ab \in I_1 \cap I_2 \) and we conclude that \( I_1 I_2 \subseteq I_1 \cap I_2 \).

For the reverse direction, let \( x \in I_1 \cap I_2 \). Since \( I_1 \) and \( I_2 \) are coprime, there exist some \( a \in I_1 \) and \( b \in I_2 \) such that \( a + b = 1 \). Multiplying both sides by \( x \), we obtain:

\[
a x + b x = x
\]

Now note that since \( a \in I_1 \) and \( x \in I_2 \) and since \( x \in I_1 \) and \( b \in I_2 \), we have that \( ax + bx \in I_1 I_2 \), so \( x \in I_1 I_2 \), as desired. Hence, the reverse containment holds, and we conclude \( I_1 I_2 = I_1 \cap I_2 \).
We are now ready to prove Theorem 1 using the concepts described above. Recall the statement of the theorem:

**Theorem 1.** Let $\mathbb{F}$ be a field and let $f = f(x_1, \cdots, x_n)$ be a polynomial in $\mathbb{F}[x_1, \cdots, x_n]$. Let $A_1, \cdots, A_n$ be non-empty finite subsets of $\mathbb{F}$ and define $g_i(x_i) = \prod_{a \in A_i} (x_i - a)$. If $f(a_1, \cdots, a_n) = 0$ for all $a_i \in A_i$, then there are polynomials $h_1, \cdots, h_n \in \mathbb{F}[x_1, \cdots, x_n]$ satisfying $\deg(h_i) \leq \deg(f) - \deg(g_i)$ such that:

$$f = \sum_{i=1}^{n} h_i g_i.$$ 

The below proof was first introduced by [14], and we add some left out details with the help of [8] for completeness.

**Proof.** Let $\Omega = V(g_1, \cdots, g_n)$. Note that the common zeros of $g_1, \cdots, g_n$ are exactly the set $A_1 \times \cdots \times A_n$, so $\Omega = A_1 \times \cdots \times A_n$. Since, by assumption, the polynomial $f$ vanishes at all common roots of $g_1, \cdots, g_n$, we also have that $\Omega \subseteq V(f)$. Let $\bar{a} = (a_1, \cdots, a_n) \in \Omega$ be arbitrary. Consider the ideal

$$M_{\bar{a}} = (x_1 - a_1, \cdots, x_n - a_n).$$

We claim that $M_{\bar{a}}$ is maximal. Define

$$h : \mathbb{F}[x_1, \cdots, x_n] \to \mathbb{F} : p \mapsto p(a_1, \cdots, a_n).$$

It is routine to verify that $h$ is a surjective homomorphism. Moreover, the kernel of $h$ is precisely all the polynomials that vanish at the tuple $\bar{a}$. Since $a_1, \cdots, a_n \in \mathbb{F}$, every such polynomial has a factor $x_i - a_i$ for some $i \in [n]$. Hence, the kernel
of $h$ is exactly the ideal $\langle x_1 - a_1, \cdots, x_n - a_n \rangle$. Thus, by the First Isomorphism Theorem, we get:

$$\mathbb{F}[x_1, \cdots, x_n]/M_{\bar{a}} \cong \mathbb{F}.$$ 

Since $\mathbb{F}$ is a field, so is $\mathbb{F}[x_1, \cdots, x_n]/M_{\bar{a}}$. It follows that $M_{\bar{a}}$ is maximal.

Now note that if $f \notin M_{\bar{a}}$, then, since $M_{\bar{a}}$ is maximal, $\langle M_{\bar{a}} \cup f \rangle = \langle 1 \rangle$. Equivalently, there exist some polynomials $P \in \mathbb{F}[x_1, \cdots, x_n]$ and $q \in M_{\bar{a}}$ such that $Pf + q \equiv 1$.

But also note that:

$$P(\bar{a}) \cdot f(\bar{a}) + q(\bar{a}) = 0 + 0 = 0$$

which is a contradiction. Hence, $f \in M_{\bar{a}}$. Since $\bar{a}$ was arbitrary, this holds for each $\bar{a} \in \Omega$, so $f \in \bigcap_{\bar{a} \in \Omega} M_{\bar{a}}$. Since all the ideals in the intersection are maximal (and hence pairwise coprime), by Proposition 1, we get that $\bigcap_{\bar{a} \in \Omega} M_{\bar{a}} = \prod_{\bar{a} \in \Omega} M_{\bar{a}}$.

Therefore, $f \in \prod_{\bar{a} \in \Omega} M_{\bar{a}}$.

We now claim that $\prod_{\bar{a} \in \Omega} M_{\bar{a}} \subseteq \langle g_1(x_1), \cdots, g_n(x_n) \rangle$. Let $q \in \prod_{\bar{a} \in \Omega} M_{\bar{a}}$. Note that, by definition,

$$\prod_{\bar{a} \in \Omega} M_{\bar{a}} = \left\{ \sum_{j=1}^{m} \prod_{\bar{a} \in \Omega} h_{\bar{a}}^j : h_{\bar{a}}^j \in M_{\bar{a}}, m \in \mathbb{N} \right\}.$$

Then, $q = \sum_{j=1}^{m} \prod_{\bar{a} \in \Omega} h_{\bar{a}}^j$ for some $m \in \mathbb{N}$. It then suffices to show that $\prod_{\bar{a} \in \Omega} h_{\bar{a}}^j \in \langle g_1(x_1), \cdots, g_n(x_n) \rangle$ for all $j \leq m$, since ideals are closed under addition. Let $j \in [m]$ be fixed. Then, for simplicity of notation, we shall omit $j$ in the superscript when writing polynomials. Note that for each $\bar{a} = (a_1, \cdots, a_n) \in \Omega$, since $h_{\bar{a}} \in$
$M_{\bar{a}}$, it must be of the form:

$$h_{\bar{a}} = p_1^a \cdot (x_1 - a_1) + \cdots + p_n^a \cdot (x_n - a_n)$$

where $p_i^a \in F[x_1, \ldots, x_n]$ for all $i \in [n]$. Then observe that the product of these polynomials over all tuples can be represented as follows:

$$\prod_{\bar{a} \in \Omega} h_{\bar{a}}^i = \prod_{\bar{a} \in \Omega} \left( p_1^a \cdot (x_1 - a_1) + \cdots + p_n^a \cdot (x_n - a_n) \right)$$

$$= \sum_{f: \Omega \to [n]} \prod_{\bar{a} \in \Omega} \left( p_{f(\bar{a})}^a \cdot (x_{f(\bar{a})} - a_{f(\bar{a})}) \right). \quad (5)$$

Hence, it suffices to show that each of the terms in the sum above is in the specified ideal.

Let $f : \Omega \to [n]$ be arbitrary. We now claim that $\prod_{\bar{a} \in \Omega} \left( p_{f(\bar{a})}^a \cdot (x_{f(\bar{a})} - a_{f(\bar{a})}) \right)$ is divisible by $g_i(x_i)$ for some $i \in [n]$, which will then conclude the proof. For a given $i \in [n]$ and $a \in A_i$, we will say that $a$ satisfies property $\Pi_i$ if there exists no tuple $\bar{a} = (a_1, \cdots, a_n) \in \Omega$ such that $f(\bar{a}) = i$ and $a_i = a$. We claim that there exists some $i \in [n]$ such that no $a \in A_i$ satisfies $\Pi_i$. To prove this, suppose, toward a contradiction, that for all $i \in [n]$, there is some $a^*_i \in A_i$ that satisfies $\Pi_i$. Let $k = f(\bar{b})$. Then, observe that $b_k = a^*_k$. However, by assumption, $a^*_k$ satisfies $\Pi_k$, which is a contradiction. Thus, there exists some $i \in [n]$ such that no $a \in A_i$ satisfies $\Pi_i$. Fix such an $i$.

Then, since none of the elements in $A_i$ satisfy $\Pi_i$, for all $a \in A_i$, there is a tuple $\bar{c} = (c_1, \cdots, c_n) \in \Omega$ such that $f(\bar{c}) = i$ and $c_i = a$. For each $a \in A_i$, fix and
denote such a tuple by \( \breve{c}_a \). Then, for all \( a \in A_i \), the product \( \prod_{a \in \Omega} (x_f(\breve{a}) - a_f(\breve{a})) \) will have a factor

\[
x_f(\breve{c}_a) - c_f(\breve{c}_a) = x_i - c_i = x_i - a.
\]

Since the above is true for all \( a \in A_i \), the product \( \prod_{a \in \Omega} (x_f(\breve{a}) - a_f(\breve{a})) \) will have a factor \( g_i(x_i) = \prod_{a \in \Omega} (x_i - a) \), and so will lie in the specified ideal. Hence, indeed, \( \prod_{a \in \Omega} \left( p_{f(a)}^a \cdot (x_f(\breve{a}) - a_f(\breve{a})) \right) \) is divisible by \( g_i(x_i) \) for the fixed \( i \). Since \( f : \Omega \to [n] \) was arbitrary, this concludes the proof.

\[ \square \]

### 3.2 Short Proof of the Combinatorial Nullstellensatz II

As shown in Section 2, the proof of the Combinatorial Nullstellensatz II originally used the Combinatorial Nullstellensatz I. The next proof due to Michałek [13] is independent of the Combinatorial Nullstellensatz I and is shorter than the original one. Recall the statement of the theorem:

**Theorem 2:** Let \( F \) be a field and let \( f = f(x_1, \ldots, x_n) \) be a polynomial in \( F[x_1, \ldots, x_n] \). For each \( i \in [n] \), let \( t_i \) be a non-negative integer, and suppose \( \deg(f) = \sum_{i=1}^n t_i \). Also, suppose that the coefficient of \( \prod_{i=1}^n x_i^{t_i} \) in \( f \) is non-zero. Then, for all subsets \( A_i \subseteq F \) such that \( |A_i| > t_i, i \in [n] \), there are \( a_1 \in A_1, \ldots, a_n \in A_n \) such that \( f(a_1, \ldots, a_n) \neq 0 \).

**Proof.** [13] We proceed by induction on \( \deg(f) = \sum_{i=1}^n t_i \). Note that if \( \sum_{i=1}^n t_i = 0 \), then \( t_i = 0 \) for all \( i \in [n] \). Since the highest degree of \( f \) is 0 and the coefficient of the highest term is non-zero, \( f \equiv c \neq 0 \), so the assertion is clearly true. Now, suppose \( \sum_{i=1}^n t_i > 0 \) and let the sets \( A_1, \ldots, A_n \) satisfy the hypotheses of the theorem. Without loss of generality, we may assume that \( t_1 > 0 \). Then, let \( a \in A_1 \) (note \( |A_1| > 1 \)). By the division algorithm for polynomials, we get polynomials
$p, q \in \mathbb{F}[x_1, \ldots, x_n]$ such that

$$f = p \cdot (x_1 - a) + q$$

where

$$\deg_{x_1}(q) < \deg_{x_1}(x_1 - a).$$

Therefore, $\deg_{x_1}(q) = 0$, so $q$ is independent of $x_1$. Since $t_1 > 0$, there are no monomials of the form $x_1^{t_1} \cdots x_n^{t_n}$ in $q$. Hence, $x_1^{t_1-1} \cdots x_n^{t_n}$ has a non-zero coefficient in $p$, and moreover, $\deg(p) = \left( \sum_{i=1}^{n} t_i \right) - 1 < \sum_{i=1}^{n} t_i = \deg(f)$.

If there exists some $(a_2, \cdots, a_n) \in A_2 \times \cdots \times A_n$ such that $q(a_2, \cdots, a_n) \neq 0$, then $f(a, a_2, \cdots, a_n) = q(a_2, \cdots, a_n) \neq 0$ and the theorem holds. So, suppose $q$ vanishes for tuples in $A_2 \times \cdots \times A_n$. Applying the inductive hypothesis to $p$ and the sets $A' = A_1 \setminus \{a\}, A_2, \cdots, A_n$, we get a tuple $(a_1, a_2, \cdots, a_n) \in A' \times A_2 \times \cdots \times A_n$ such that $p(a_1, a_2, \cdots, a_n) \neq 0$, Hence, we obtain

$$f(a_1, \cdots, a_n) = (a_1 - a) \cdot p(a_1, \cdots, a_n) + q(a_2, \cdots, a_n)$$

$$= (a_1 - a) \cdot p(a_1, \cdots, a_n) \neq 0$$

and this concludes the proof. \qed

### 3.3 Generalized Combinatorial Nullstellensatz II

The Generalized Combinatorial Nullstellensatz is a theorem due to Łason [12], which relaxes the assumption on the degree of the polynomial. The proof is very similar to the one in the previous section.
Let \( F \) be an arbitrary field and let \( f \in F[x_1, \ldots, x_n] \) where \( n \in \mathbb{N}^+ \). We define the support of \( f \), denoted by \( S(f) \), to be the set of all \((t_1, \ldots, t_n) \in \mathbb{N}^n \) such that the coefficient of \( x_1^{t_1} \cdots x_n^{t_n} \) is non-zero in \( f \). We can define a natural partial order on the set \( S(f) \) by letting \((t_1, \ldots, t_n) \leq (s_1, \ldots, s_n)\) if and only if \( t_i \leq s_i \) for all \( i \in [n] \).

**Theorem 3.** [12] Let \( F \) be a field and \( f \in F[x_1, \ldots, x_n] \). Let \((t_1, \ldots, t_n) \in S(f)\) be a maximal element in \( S(f) \). Then, for any subsets \( A_i \subseteq F \) such that \(|A_i| \geq t_i + 1\) for all \( i \in [n] \), there are \( a_1 \in A_1, \ldots, a_n \in A_n \) such that \( f(a_1, \ldots, a_n) \neq 0 \).

Note that this theorem is a generalization of the Combinatorial Nullstellensatz, since now the degree of \( f \) is not required to be \( \sum_{i=1}^n t_i \); we only require \((t_1, \ldots, t_n)\) to be maximal in the support.

**Proof.** Note that since \((t_1, \ldots, t_n)\) is in the support of \( f \), we get that the coefficient of \( x_1^{t_1} \cdots x_n^{t_n} \) in \( f \) is non-zero. We proceed by induction on \( \sum_{i=1}^n t_i \). For the base case, suppose \( \sum_{i=1}^n t_i = 0 \). Then, as degrees are always non-negative in polynomials, we get that \( t_i = 0 \) for all \( i \in [n] \). Then, as the monomial \( x_1^{t_1} \cdots x_n^{t_n} \) has a non-zero coefficient, it becomes a non-zero constant \( c \). Moreover, as \((t_1, t_2, \cdots, t_n) = (0, 0, \cdots, 0)\) is assumed to be maximal in \( S(f) \), it is clearly also maximum, so \( f \equiv c \neq 0 \). Hence, \( f \neq 0 \) for any input, and the claim holds.

Now let \( \sum_{i=1}^n t_i > 0 \) and assume that it also holds for all natural numbers \( k < \sum_{i=1}^n t_i \). Let the sets \( A_1, \ldots, A_n \) satisfy the hypotheses of the theorem. Without loss of generality, we may assume that \( t_1 > 0 \). Let some \( a \in A_1 \) be given. Then, by the division algorithm, there exist some polynomials \( p, q \in F[x_1, \cdots, x_n] \) such
that:

\[ f = p \cdot (x_1 - a) + q \]

where \( \deg_{x_1}(q) < \deg_{x_1}(x_1 - a) \). This means \( \deg_{x_1}(q) = 0 \), i.e. \( q \) is a polynomial in variables \( x_2, \ldots, x_n \) only. If there exists a tuple \((a_2, \ldots, a_n) \in A_2 \times \cdots \times A_n\) such that \( q(a_2, \ldots, a_n) \neq 0 \), then we obtain \( f(a, a_2, \ldots, a_n) = q(a_2, \ldots, a_n) \) and the claim holds. So assume that \( q \) vanishes for all elements in \( A_2 \times \cdots \times A_n \).

Note that if some \((r_1, \ldots, r_n) \in S(p)\), then \( x_1^{r_1} \cdots x_n^{r_n} \) has a non-zero coefficient in \( p \). Then \( x_1^{r_1+1} \cdots x_n^{r_n} \) has a non-zero coefficient in \( p \cdot (x_1 - a) \). It also then has a non-zero coefficient in \( f = p \cdot (x_1 - a) + q \), as \( q \) is a polynomial in \( x_2, \ldots, x_n \) only. Hence, \((r_1 + 1, \ldots, r_n) \in S(f)\). Therefore,

\[
S(p) \subseteq \{(a_1 - 1, a_2, \ldots, a_n) : (a_1, a_2, \ldots, a_n) \in S(f)\} \quad (6)
\]

Now consider \((t_1 - 1, t_2, \ldots, t_n)\). If the coefficient of \( x_1^{t_1-1} x_2^{t_2} \cdots x_n^{t_n} \) is zero in \( p \), then the coefficient of the monomial \( x_1^{t_1} x_2^{t_2} \cdots x_n^{t_n} \) is zero in \( p \cdot (x_1 - a) \). But then its coefficient is also zero in \( f \), which contradicts the fact \((t_1, \ldots, t_n) \in S(f)\).

Hence, the coefficient of \( x_1^{t_1-1} x_2^{t_2} \cdots x_n^{t_n} \) is non-zero in \( p \), and since \((t_1, \ldots, t_n)\) was maximal in \( S(f) \), then \((t_1 - 1, \ldots, t_n)\) has to be maximal in the support of \( p \), by (6).

Let \( A' = A_1 \setminus \{a\} \). Applying the inductive hypothesis to the polynomial \( p \), the tuple \((t_1 - 1, t_2, \ldots, t_n)\) and the sets \( A', A_2, \ldots, A_n \), we get that there is some \( a_1 \in A', a_2 \in A_2, \ldots, a_n \in A_n \) such that \( p(a_1, \ldots, a_n) \neq 0 \). But then, as \( q \)
vanishes at all \((a_2, \cdots, a_n)\), we get:

\[
f(a_1, \cdots, a_n) = (a_1 - a) \cdot p(a_1, \cdots, a_n) + q(a_2, \cdots, a_n)
\]

\[
= (a_1 - a) \cdot p(a_1, \cdots, a_n) \neq 0
\]

Hence we obtained the desired tuple and this concludes the proof. \(\square\)

Note that the above expression uses the fact that \(F\) has no zero divisors, since it is a field. In fact, the assumption that \(F\) is a field is too strong and can be relaxed to just requiring that \(F\) is an integral domain for the two theorems above to hold.

4 Applications

We devote this section to numerous applications of the Combinatorial Nullstellensatz in various areas of mathematics.

4.1 Cauchy-Davenport Theorem: Two Proofs

The first application, which Alon [2] referred to as a “classical” one is the Cauchy-Davenport Theorem, a famous theorem in number theory and combinatorics. The Combinatorial Nullstellensatz provides an alternative proof of the theorem. In this section, we contrast two different proofs, one of which uses the Combinatorial Nullstellensatz and one of which doesn’t.

For any two sets \(A\) and \(B\), we define their sum \(A + B\) as follows:

\[
A + B = \{a + b : a \in A, b \in B\}.
\]
Theorem 4 (Cauchy-Davenport). Let $p$ be a prime and let $A$ and $B$ be two non-empty subsets of $\mathbb{Z}/p\mathbb{Z}$. Then:

$$|A + B| \geq \min\{p, |A| + |B| - 1\}.$$ 

4.1.1 Proof 1

Proof 1. [11] We proceed by induction on $|A|$. For the base case, let $|A| = 1$. Then, $|A + B| = |B| = |A| + |B| - 1$, which concludes the base case. Now, suppose that $|A| = n > 1$ and that the claim holds for all natural numbers less than $n$.

Further, we may assume that $|A| \neq p$ and $|B| \neq p$, since then the theorem holds trivially. Suppose first that $|A + B| = |B|$. If $0 \notin A$, we can subtract the smallest element of $A$ from all of its elements, since it doesn’t affect the cardinality. So we may just assume that $0 \in A$. Then, since $0 \in A$, we get that $B \subseteq A + B$, and hence $A + B = B$. This implies that $a + B = B$ for all $a \in A$. Define $H = \{h \in \mathbb{Z}/p\mathbb{Z} : h + B = B\}$. It is routine to verify that $H$ is a subgroup of $\mathbb{Z}/p\mathbb{Z}$. Moreover, by the remark above, $A \subseteq H$. Since we assumed that $|A| > 1$, $H$ is non-trivial. Moreover, if $H = \mathbb{Z}/p\mathbb{Z}$, then $h + B = B$ for all $h \in \mathbb{Z}/p\mathbb{Z}$. But then $B = H$, so $|B| = |H| = p$, yet we assumed $|B| \neq p$, a contradiction. So, we get that $H$ is a non-trivial proper subgroup of $\mathbb{Z}/p\mathbb{Z}$, but since $p$ is prime, it is not possible.

Thus, we we may assume that $|A + B| > |B|$. Then $A + B \not\subseteq B$, so there exists some $b' \in B$ such that $A + b' \not\subseteq B$. Let $A_0 = \{a \in A : a + b' \not\subseteq B\}$, then $|A_0| \geq 1$. Let $A' = A \setminus A_0$ and $B' = (A_0 + b') \cup B$. Since $A_0 \subseteq A$, we have that
\[ |A'| = |A| - |A_0|, \text{ and hence } |A'| < |A|. \] Note also that by the way we defined \( A_0 \), we have that \( a_0 + b' \notin B \) for all \( a_0 \in A_0 \). So, \( (A_0 + b') \cap B = \emptyset \) and hence, \[ |B'| = |A_0 + b'| + |B| = |A_0| + |B|. \] Finally, we claim that \( A' + B' \subseteq A + B \). It suffices to show that \( (A \setminus A_0) + (A_0 + b') \subseteq A + B \). Let \( a \in A \setminus A_0, a_0 \in A_0 \) be given. Then since \( a \notin A_0 \), there is some \( b \in B \) such that \( a + b' = b \). Hence:

\[
a + a_0 + b' = a_0 + (a + b') = a_0 + b \in A + B.
\]

Hence, indeed \( A' + B' \subseteq A + B \) and thus, applying the inductive hypothesis to \( A' \) and \( B' \), we get:

\[
|A + B| \geq |A' + B'|
\]

\[
\geq \min\{p, |A| - |A_0| + |A_0| + |B| - 1\}
\]

\[
= \min\{p, |A| + |B| - 1\}
\]

which concludes the proof. \(\square\)

4.1.2 Proof 2

Proof 2. [2] First, note that if \(|A| + |B| > p\), then \( A \) and \( B \) must intersect. Let \( q \in \mathbb{Z}/p\mathbb{Z} \). Then, clearly, \( q - B = \{q - b : b \in B\} \subseteq \mathbb{Z}/p\mathbb{Z} \) and \(|q - B| = |B|\), since all the elements in \( B \) are distinct. Hence, \( q - B \) and \( A \) must intersect as well, so there exists some \( b \in B \) and \( a \in A \) such that \( q - b = a \implies q = a + b \implies q \in A + B \). Since this is true of all \( q \in \mathbb{Z}/p\mathbb{Z} \), we get that \( \mathbb{Z}/p\mathbb{Z} = A + B \). In this case, \(|A + B| = p\) and the theorem holds.

So, we may assume \(|A| + |B| \leq p\). Then, toward a contradiction, suppose that
the result of the theorem is false. Then, as $|A| + |B| - 1 < p$, we get that $|A + B| \leq |A| + |B| - 2$. Then, there exists some $C \subseteq \mathbb{Z}/p\mathbb{Z}$ such that $A + B \subseteq C$ and $|C| = |A| + |B| - 2$. Define $f(x, y) \in \mathbb{Z}/p\mathbb{Z}[x, y]$ as follows:

$$f = f(x, y) = \prod_{c \in C} (x + y - c).$$

Since $A + B \subseteq C$, then for all $a \in A$ and $b \in B$, we have $a + b = c$ for some $c \in C$. It follows that $f(a, b) = 0$ for all $(a, b) \in A \times B$. Let $t_1 = |A| - 1$ and $t_2 = |B| - 1$. Note that:

- $t_1 + t_2 = |A| + |B| - 2 = |C| = \deg(f)$.
- The coefficient of $x^{t_1}y^{t_2}$ in $f$ is $\binom{|A| + |B| - 2}{|A| - 1}$ by the Binomial Theorem. Since $|A| + |B| - 2 < p$, $p$ can’t divide the coefficient, so it is non-zero in $\mathbb{Z}/p\mathbb{Z}$.

Hence, we can apply Theorem 2 (with $n = 2, A_1 = A, A_2 = B$) and get that there is some $a' \in A$ and $b' \in B$ such that $f(a', b') \neq 0$, a contradiction.

\[\square\]

4.2 Graph and Hypergraph Coloring

In this section we will explore the applications of the Combinatorial Nullstellensatz II in graph and hypergraph coloring. The theorem turns out to be extremely useful in providing a necessary and sufficient condition for a certain graph (or hypergraph) to be $k$-colorable for some $k \in \mathbb{N}$. Let us state some basic definitions first.

For any graph $G = (V, E)$ on $n$ vertices, it is useful to enumerate the vertices, i.e. identify $V = [n]$. To each vertex $v \in V$, we will then associate a variable $x_v$. We
define the graph polynomial as follows:

\[ f_G(x_1, x_2, \cdots, x_n) = \prod_{i<j} (x_i - x_j). \]

A vertex coloring (or simply coloring) of a graph \( G = (V, E) \) is a map \( c : V \to C \) where \( C \) is a set of colors. A proper vertex coloring of a graph \( G = (V, E) \) is a vertex coloring such that \( c(u) \neq c(v) \) whenever \( \{u, v\} \in E(G) \). In other words, it is an assignment of a color to each vertex such that no adjacent vertices have the same color. We say that a graph \( G \) is \( k \)-colorable if there exists a proper coloring of \( G \) that uses \( k \) colors or less.

**Theorem 5.** [2] A graph \( G = (V, E) \) is not \( k \)-colorable if and only if the graph polynomial \( f_G \) lies in the ideal generated by \( \{x_v^k - 1 : v \in V\} \).

**Proof.** First, suppose \( G \) is not \( k \)-colorable. Let \( A \) be the set of the \( k \)th roots of unity. Define \( g_v(x_v) = \prod_{a \in A} (x_v - a) = x_v^k - 1 \) for each \( v \in V \). The common zeros of these polynomials are the \( k \)th roots of unity. Note that any coloring \( c \) of \( G \) gives an evaluation of the polynomial \( f_G \), namely \( f_G(c(x_1), \cdots, c(x_n)) \). Since \( G \) is not \( k \)-colorable, any coloring of its vertices with the \( k \)th roots of unity has two adjacent vertices sharing the same color. Hence, the graph polynomial \( f_G \) vanishes for any coloring of the vertices in \( G \) with the \( k \)th roots of unity, i.e. it vanishes any assignment of points in \( A^n \) to \( (x_1, \cdots, x_n) \). Hence, it vanishes at all common zeros of \( g_v \) for all \( v \in V \). Therefore, by Theorem 1, we get that \( f_G \) is a \( \mathbb{C}[x_v : v \in V] \)-linear combination of those polynomials, and therefore, has to lie in the ideal generated by them.

Next, suppose that \( f_G \) is in the specified ideal. Then, it is a combination of the
polynomials $x_v^k - 1, v \in V$. Hence, $f_G$ vanishes whenever each $x_v$ attains a value that is a $k$th root of unity. Thus, every coloring of $f_G$ with the $k$th roots of unity makes $f_G$ vanish, which means that for any such coloring, there is an edge whose adjacent vertices are colored the same. Thus, $G$ is not $k$-colorable.

A hypergraph $H = (V, E)$ is the finite set $V$ (vertices) and a collection $E$ of non-empty subsets of vertices (hyperedges). A hypergraph is a generalization of the notion of graph where each edge can be incident to any number of vertices. A hypergraph is $m$-uniform for some positive integer $m$ if each hyperedge has cardinality $m$. We say that a hypergraph $H$ is $k$-colorable if there exists a coloring of its vertices with $k$ or less colors such that no edge is monochromatic.

**Theorem 6.** An $m$-uniform hypergraph $H = (V, E)$ is not $k$-colorable if and only if the polynomial

$$g_H = \prod_{e \in E} \left( \left( \sum_{v \in e} x_v \right)^k - m^k \right)$$

lies in the ideal generated by $\{x_v^k - 1 : v \in V\}$.

**Proof.** Let $H$ be an $m$-uniform hypergraph. First, suppose $H$ is not $k$-colorable. Then any $k$-coloring will produce a monochromatic edge. Then for any coloring with $k$th roots of unity, there is an edge $e'$ all of vertices in which have the same color assigned to them, call it $z$. Then, for that edge, $\left( \sum_{v \in e'} z \right)^k = (mz)^k = m^k z^k = m^k$. Therefore, $g_H$ vanishes at all roots of unity, which are all the common zeros of the polynomials of the form $g_v(x_v) = x_v^k - 1, v \in V$. Thus, it has to lie in the ideal generated by them, by Theorem 1.

On the other hand, suppose the polynomial $g_H$ lies in the specified ideal. Then,
it vanishes whenever each \(x_v, v \in V\) is assigned a value that is a \(k\)th root of unity. So, consider any coloring of the vertices of \(H\) with the \(k\)th roots of unity. Since \(g_H\) vanishes, it must be the case that one of the terms in the product is 0. So, for some edge \(e'\), we have \((\sum_{v \in e'} x_v)^k = m^k\) for the specified assignment of colors to \(x_v, v \in e'\). Let \(z_1, z_2, \ldots, z_m\) be the colors assigned to the vertices of \(e'\). Then we claim that \(z_1 = z_2 = \cdots = z_m\). To prove this claim, first, to each \(k\)th root of unity \(z\), we will associate a vector \(w_z\) from the origin of the complex plane that has its head at \(z\). Clearly, the length of each such vector is \(|z| = 1\). Since we know that \((z_1 + \cdots + z_m)^k = m^k\) and both \(m\) and \(k\) are positive integers, we have that \(|z_1 + \cdots + z_m|^k = |w_{z_1} + \cdots + w_{z_m}|^k = m^k\). It is easy to see that the equality holds when \(z_1 = z_2 = \cdots = z_m\), so we just need to show that no other solutions are possible. It suffices to show that \(|w_{z_i} + w_{z_j}| < 2\) whenever \(z_i \neq z_j\) for any \(i, j \in [m]\), because then we would have:

\[
|z_1 + \cdots + z_i + z_j + \cdots + z_m| = |w_{z_1} + \cdots + w_{z_i} + w_{z_j} + \cdots + w_{z_m}|
\]
\[
\leq |w_{z_1}| + \cdots + |w_{z_i} + w_{z_j}| + \cdots + |w_{z_m}|
\]
\[
= |w_{z_i} + w_{z_j}| + m - 2
\]
\[
< m
\]

Which would mean that such a solution isn’t possible. Let \(\theta\) be the angle between
the vectors $w_{z_i}$ and $w_{z_j}$. Since they are not collinear, $\cos \theta < 1$. Notice that:

$$|w_{z_i} + w_{z_j}| = \sqrt{(w_{z_i} + w_{z_j}) \cdot (w_{z_i} + w_{z_j})}$$

$$= \sqrt{|w_{z_i}|^2 + 2w_{z_i} \cdot w_{z_j} + |w_{z_j}|^2}$$

$$= \sqrt{|w_{z_i}|^2 + 2|w_{z_i}||w_{z_j}| \cos \theta + |w_{z_j}|^2}$$

$$= \sqrt{2 + 2 \cos \theta} < 2$$

Therefore, it has to be the case that $z_1 = \cdots = z_m$. But this means that $e'$ is a monochromatic edge. Since the coloring of $H$ was arbitrary, we conclude that $H$ is not $k$-colorable.

The above theorem is a generalization of the theorem proved in [2] for the special case when $m = 3$ and $k = 2$.

4.3 Sudoku Puzzle as a Graph Coloring Problem

In this section, we will describe the famous Sudoku puzzle as a graph coloring problem and apply Theorem 5 to obtain a necessary and sufficient condition for a given Sudoku puzzle to have solutions.

Sudoku is a recreational logic puzzle, which consists of a $9 \times 9$ grid divided into nine $3 \times 3$ subgrids (called blocks). Given a grid with partial filling, the objective is to fill in the remaining blank cells with the numbers $\{1, 2, \cdots, 9\}$ such that the following three rules are satisfied:

1. no numbers in the same row are the same;

2. no numbers in the same column are the same;
3. no numbers in the same block are the same.

If such a filling is possible, we say that a puzzle has a solution. We will refer to partial fillings as restrictions or constraints.

The problem of finding solutions to a Sudoku puzzle can be restated as a problem of extending a partial coloring of a graph to a full proper 9-coloring. We define the Sudoku graph $S$ by associating a vertex to each cell in the grid and placing an edge between two vertices if and only if they are in the same row or the same column or the same block. This way, we obtain a graph with 81 vertices, and each cell/row/block is associated to a complete subgraph on 9 vertices. Note there are 27 such complete subgraphs in total; denote each of them by $H_i$, where $i \in [27]$.

It is clear that restrictions in a puzzle correspond to a partial coloring of vertices in $S$ — for each cell filled with $k \in [9]$, the corresponding vertex in $S$ is assigned the color $k$. Let $S_R$ denote the graph $S$ with the partial vertex coloring that corresponds to the restrictions, denoted by $R$, of a given puzzle. Then, a puzzle with restrictions $R$ has solutions if and only if $S_R$ is 9-colorable with the colors in $[9]$.  

\[ \begin{array}{|c|c|c|} \hline 4 & 5 & 7 \\ \hline 9 & 6 & 1 \\ \hline 9 & 6 & 4 \\ \hline 7 & 9 & 8 \\ \hline 3 & 1 & 2 \\ \hline 7 & 8 & 3 \\ \hline \end{array} \]

\[ \begin{array}{|c|c|c|} \hline 4 & 5 & 7 \\ \hline 9 & 6 & 1 \\ \hline 9 & 6 & 4 \\ \hline 7 & 9 & 8 \\ \hline 3 & 1 & 2 \\ \hline 7 & 8 & 3 \\ \hline \end{array} \]
As before, to each vertex \( v \) in \( S \), we will associate a variable \( x_v \). In total, we will be working in a polynomial ring with 81 variables. For each \( i \in [27] \), let \( q_i \) denote the graph polynomial of the subgraph \( H_i \). That is,

\[ q_i = \prod_{\{v,w\} \in E(H_i)} (x_v - x_w). \]

For each \( H_i \), we will encode restrictions by modifying each graph polynomial as follows. For each vertex \( u \in V(S) \) that must be colored \( k_u \in [9] \), let \( H_{i_1}, H_{i_2}, H_{i_3} \) be the subgraphs in which \( u \) appears. Then, for each \( j \in [3] \), we modify \( q_{i_j} \) by substituting the value \( k_u \) for the variable \( x_u \). Call the resulting polynomial \( f_{i_j} \).

Doing so for each vertex specified in the restrictions and letting \( f_i = q_i \) whenever \( H_i \) has no restrictions, we obtain new polynomials \( f_i \) for each \( i \in [27] \) which now encode the partial coloring corresponding to the restrictions. Define

\[ h_R = \prod_{i=1}^{27} f_i. \]

Clearly, there exists a bijection between \( \{1, \ldots, 9\} \) and the 9th roots of unity. Pick any such bijection. Thus, we may equivalently talk about coloring the graph \( S \) or filling out the Sudoku with the 9th roots of unity. This turns out to be helpful, as it gives us the following theorem:

**Theorem 7.** \( S_R \) is not 9-colorable if and only if \( h_R \) lies in the ideal generated by \( \{x_v^9 - 1 : v \in [81]\} \).

**Proof.** The proof is very similar to that of the Theorem 5. First, suppose that \( S_R \) is not 9-colorable. Then any coloring with the 9th roots of unity will yield two adjacent vertices with the same color. Hence, \( f_i = 0 \) for some \( i \in [27] \) for such
coloring, and so \( h_R = 0 \) as well. Let \( A \) be the set of the 9th roots of unity. Also, let \( g_v = \prod_{a \in A} (x_v - a) = x_v^9 - 1 \) for all \( v \in [81] \). Then, since \( h_R \) vanishes at all common zeros of \( g_v \) polynomials, by Theorem 1 we have that it lies in the ideal generated by them.

Conversely, suppose that \( h_R \) lies in the specified ideal. Then, it must vanish at all assignments of the 9th roots of unity to the variables \( x_v, \ v \in [81] \). Hence, in any coloring of \( S_R \) with the 9th roots of unity, there is an edge whose vertices are assigned the same color. This means \( S_R \) is not 9-colorable. \( \square \)

Note that this gives us a purely algebraic necessary and sufficient condition for a given Sudoku puzzle to have a solution. We also briefly remark that the above result generalizes to an \( n \times n \) puzzle, by modifying the proof in the obvious way.

### 4.4 Minimum Bandwidth of a Graph

The bandwidth of a graph \( G = (V, E) \) with \( n \) vertices is defined to be the minimum integer \( k \) such that there is a bijection \( f : V \to \{1, \cdots, n\} \) satisfying \( |f(u) - f(v)| \leq k \) for all \( \{u, v\} \in E \). Any bijection satisfying the requirements above is called an optimal numbering.

A sparse matrix is defined to be a matrix, most of whose entries are zero. A band matrix is a sparse \( n \times n \) matrix whose non-zero elements appear only on the diagonal band, which is the main diagonal together with diagonals adjacent to it on either or both sides. Bandwidth is an important notion in matrix theory, since optimal numberings describe the permutations of the rows and columns of the adjacency matrix of a graph so that 1-entries appear close to the main diagonal,
thus making the adjacency matrix a band matrix. This can be extremely helpful in speeding up the calculation of the inverse for large matrices (West, [15]). Calculating the bandwidth of a graph is known to be NP-complete, due to [7].

The next theorem provides a necessary and sufficient condition for a graph to have the bandwidth of at least $k + 1$ for some $k \in \mathbb{N}$.

**Theorem 8.** [2] The bandwidth of a graph $G = (V, E)$ where $V = [n]$, is at least $k + 1$ if and only if the polynomial

$$f_{G,k}(x_1, \cdots, x_n) = \prod_{1 \leq i < j \leq n} (x_i - x_j) \prod_{\{i,j\} \in E \land k < |\ell| < n} (x_i - x_j - \ell)$$

lies in the ideal $\langle g_1(x_1), \cdots, g_n(x_n) \rangle$ where $g_i(x_i) = \prod_{j \in [n]} (x_i - j)$ for all $i \in [n]$.

**Proof.** First, suppose that the bandwidth of $G$ is greater than $k$. Then, we claim that for any assignment of numbers in $\{1, \cdots, n\}$ to the variables $x_1, \cdots, x_n$ makes the polynomial $f_{G,k}$ vanish. To prove the claim, consider one such assignment. If two of the variables attain the same value, then $f_{G,k}$ vanishes because the first big product vanishes. So, we may assume that each variable is assigned a distinct value in $[n]$, so we get a bijection from $V$ to $[n]$. But then, by the assumption on the bandwidth, there is an edge $\{i, j\} \in E$ for which $|x_i - x_j| = r > k$. So, the term of the form $(x_i - x_j - r)$ appears in the second product, thus making $f_{G,k}$ vanish in this case too. Hence, indeed $f_{G,k}$ vanishes on all elements in $[n]$. Now observe that these are exactly the common roots of the polynomials $g_i(x_i)$, so by Theorem 1, the desired conclusion follows.

For the other direction, suppose $f_{G,k}$ lies in the specified ideal. Then, since all
$g(x_i)$ vanish for any assignment of the values in $[n]$ to the variables $x_1, \cdots, x_n$, any $\mathbb{C}[x_1, \cdots, x_n]$-linear combination of these polynomials vanishes too. So, $f_{G,k}$ vanishes for any such assignment. In particular, it vanishes when we substitute distinct values for $x_1, \cdots, x_n$. This implies $\prod_{1 \leq i < j \leq n} (x_i - x_j)$ is nonzero, so the second product of $f_{G,k}$ must be zero. This means that there is some edge $\{i, j\} \in E$ such that $x_i - x_j = r$ for some $k < |r| < n$. But then $|x_i - x_j| = |r| > k$. Since the labeling of the vertices with distinct values of $[n]$ was arbitrary, we conclude that the bandwidth of $G$ is at least $k + 1$, as desired.

It may be useful to note that in the above theorem, the choice of the polynomial becomes very clear once one analyzes the proof. That is, the polynomial that is chosen is precisely the polynomial that will make both directions hold. Different terms in the product make sure the polynomial indeed vanishes for different cases, as we may see in the proof.

4.5 $f$-choosability of Graphs

The chromatic number of a graph is defined to be the minimum number of colors needed to properly color it. Let $G = (V,E)$ be a graph and let $f : V \rightarrow \mathbb{N}^+$ be a function. We say that $G$ is $f$-choosable if for every assignment of a set $S(v)$ of integers to the vertex $v \in V$ such that $|S(v)| = f(v)$, there exists a proper coloring $c$ of $G$ such that $c(v) \in S(v)$ for all $v \in V$. An orientation of an (undirected) graph $G$ is an assignment of a direction to each of the edges of $G$, thus making it a directed graph. We will denote an edge between two vertices $u$ and $v$ by $\{u, v\}$ in an undirected graph and by $uv$ in a directed graph.

A directed subgraph $H$ of a directed graph $D$ is called Eulerian if the indegree of
every vertex of $H$ is equal to its outdegree. We call such directed subgraph $H$ \textit{even} if it has an even number of edges and we call it \textit{odd} if it has an odd number of edges. We let $EE(D)$ and $EO(D)$ denote the numbers of even and odd Eulerian subgraphs of $D$, respectively.

The next theorem is an application of the Combinatorial Nullstellensatz II in the choosability of graphs. The sketch of the proof is given in [2] and we fill in the details with the help of [10] and [4].

\textbf{Theorem 9.} [2] Let $G = (V, E)$ where $V = \{1, 2, \ldots, n\}$ be an undirected graph, and consider an orientation $D$ of $G$. For each $k \in [n]$, let $d_k$ be the outdegree of the vertex $k$ in $D$ and define $f : V \to \mathbb{Z} : k \mapsto d_k + 1$. If $EE(D) \neq EO(D)$, then $G$ is $f$-choosable.

\textit{Proof.} For each $k \in [n]$, let $A_k \subseteq \mathbb{Z}$ be a set of cardinality $d_k + 1$. If $G$ is $f$-choosable, there exists a proper coloring of $G$ that assigns each vertex $k$ a color from the set $A_k$. This is equivalent to saying that there must exist some $n$-tuple of colors $(c_1, c_2, \ldots, c_n) \in A_1 \times A_2 \times \cdots \times A_n$ such that $f_G(c_1, c_2, \ldots, c_n)$ doesn’t vanish, where $f_G$ is the graph polynomial of $G$.

It is clear that the number of edges in an undirected graph is the sum of out-degrees of its vertices in any orientation. Hence, $\deg(f_G) = |E| = \sum_{k=1}^{n} d_k$. In order to apply Combinatorial Nullstellensatz II, it remains to show that the coefficient of $\prod_{k=1}^{n} x_k^{d_k}$ is non-zero in $f_G$.

Let us call an orientation of $G$ \textit{even} if the number of its directed edges $i \to j$ such that $i > j$ is even; otherwise, call it \textit{odd}. For a fixed tuple $(d_1, d_2 \cdots, d_n)$, let
DEG\((d_1, d_2 \cdots, d_n)\) denote the set of all even orietations of \(G\) where the outdegree of the vertex \(k\) is \(d_k\) for all \(k \in [n]\). Similarly, define \(DOG(d_1, d_2 \cdots, d_n)\) to be the set of all odd orietations of \(G\) where the outdegree of the vertex \(k\) is \(d_k\) for all \(k \in [n]\). Define the polynomial \(h_G\) as follows:

\[
h_G(x_1, \ldots, x_n) = \sum_{d_1, \ldots, d_n \geq 0} \left( |DEG(d_1, d_2 \cdots, d_n)| - |DOG(d_1, d_2 \cdots, d_n)| \right) \cdot \prod_{k=1}^{n} x_{d_k}^k
\]

We claim that \(f_G = h_G\). To show this, we proceed by induction on the size of the edge set, \(|E|\). For the base case, suppose \(|E| = 0\), i.e. \(G\) is an independent set of vertices. Then, if \((d_1, d_2 \cdots, d_n) = (0, 0, \cdots, 0)\), we have that \(DE(0, 0, \cdots, 0) = 1\) (since 0 edges is an even orientation) and \(DO(0, 0, \cdots, 0) = 0\). For a non-zero tuple \((d_1, d_2 \cdots, d_n)\), we get both \(DE(d_1, d_2 \cdots, d_n)\) and \(DO(d_1, d_2 \cdots, d_n)\) equal zero, as there are no orientations possible with no edges and a non-zero outgoing degree for some vertices. Thus, \(h_G = 1 = f_G\), since the degree of \(f_G\) is zero in this case, and so it must be the constant function 1.

For the inductive step, assume that the claim holds for all graphs with \(|E| - 1\) or fewer edges. So if \(G = (V, E)\) is a graph with \(|E|\) edges, let \(e = \{u_k, u_\ell\} \in E(G)\) be an arbitrary edge such that \(k < \ell\). Let \(E' = E \setminus \{e\}\) and define \(G' = (V, E')\) to be the subgraph obtained by removing \(e\) from \(G\). Then \(G'\) is a graph with \(|E| - 1\) edges, and by the inductive hypothesis, we get:

\[
h_{G'} = \sum_{d_1, \ldots, d_n \geq 0} \left( |DEG'(d_1, d_2 \cdots, d_n)| - |DOG'(d_1, d_2 \cdots, d_n)| \right) \cdot \prod_{k=1}^{n} x_{d_k}^k = f_{G'}
\]

If \(e\) is oriented as \(u_k \to u_\ell\), then, since \(k < \ell\), we have that the number of directed edges \(i \to j\) such that \(i > j\) in \(G\) is the same as in \(G'\). Similarly, if \(e\) is oriented
as $u_\ell \rightarrow u_k$, then the number of edges $i \rightarrow j$ such that $i > j$ in $G$ goes up by one compared to $G'$, and thus the parity of an orientation is changed. Since $e$ has to be oriented in exactly one of the above ways, then, for a given tuple $(d_1, d_2 \cdots, d_n)$, we can write:

\[
|DE_G(d_1, d_2 \cdots, d_n)| = |DE_G(d_1, \cdots, d_{k-1}, d_k - 1, d_{k+1}, \cdots, d_n)| \\
+ |DO_G(d_1, \cdots, d_{\ell-1}, d_{\ell} - 1, d_{\ell+1}, \cdots, d_n)|
\]

\[
|DO_G(d_1, d_2 \cdots, d_n)| = |DO_G(d_1, \cdots, d_{k-1}, d_k - 1, d_{k+1}, \cdots, d_n)| \\
+ |DE_G(d_1, \cdots, d_{\ell-1}, d_{\ell} - 1, d_{\ell+1}, \cdots, d_n)|
\]

Finally, observe that, by the definition of $f_G$, it is clear that $f_G = f_{G'}(x_k - x_\ell)$. Therefore, we obtain:
\[ f_G(x_1, \ldots, x_n) = f_{G'}(x_1, \ldots, x_n)(x_k - x_\ell) \]

\[ = \sum_{d_1, \ldots, d_n \geq 0} \left( (|DE_{G'}(d_1, \ldots, d_n)| - |DO_{G'}(d_1, \ldots, d_n)|) \cdot \prod_{k=1}^{n} x_k^{d_k} \right) \cdot (x_k - x_\ell) \]

\[ = \sum_{d_1, \ldots, d_n \geq 0} \left( (|DE_{G'}(d_1, \ldots, d_n)| - |DO_{G'}(d_1, \ldots, d_n)|) \cdot (x_k - x_\ell) \cdot \prod_{k=1}^{n} x_k^{d_k} \right) \]

\[ = \sum_{d_1, \ldots, d_n \geq 0} \left( (|DE_{G'}(d_1, \ldots, d_n)| - |DO_{G'}(d_1, \ldots, d_n)|) \cdot \prod_{k=1}^{n} x_k^{d_k} \right) \]

\[ = h_G(x_1, \ldots, x_n) \]

Note that (*) follows from bringing the term \((x_k - x_\ell)\) inside the function \(h_G = f_{G'}\) and analyzing possible orientations of the edge \(\{x_k, x_\ell\}\).

Now, that we know the two functions are equal, it suffices to show that the coefficient of \(\prod_{k=1}^{n} x_k^{d_k}\) is non-zero in \(h_G\). We will consider the given orientation \(D\). Let \(C \in DE_G(d_1, d_2 \cdots, d_n) \cup DO_G(d_1, d_2 \cdots, d_n)\) be another orientation of \(G\) and let \(D \oplus C\) denote the set of all edges of \(D\) (preserving their orientation) that are oriented in the opposite direction in \(C\). Since both \(D\) and \(C\) have the same outdegrees to maintain for each vertex, if some edge has the opposite orientation in \(C\) compared to \(D\), then other edges incident to its endpoints would have to
have opposite orientations as well. It is then clear that the resulting graph $D \oplus C$ is Eulerian, as reversing the orientation of some edge $a \rightarrow b$ from out to in, guarantees the reversal of another edge that had its sink in $a$ (similarly for the other case). Consider the following map

$$\varphi : C \mapsto D \oplus C$$

It is not hard to see that the map is a bijection between all orientations of $G$ and all of its Eulerian subgraphs. Given an Eulerian subgraph $H$ of $G$, we construct an orientation $C$ that maps to it by reversing all of the edges of $H$ in the orientation $D$, and keeping remaining edges the same. Clearly, such construction is unique for each $H$ and thus indeed $\varphi$ is bijective.

We now claim that if $D$ is an even orientation, then $\varphi$ sends even orientations to even Eulerian graphs, and odd orientations to odd Eulerian subgraphs. On the other hand, if $D$ is an odd orientation, then $\varphi$ sends even orientations to odd Eulerian graphs, and odd orientations to even Eulerian subgraphs. We will prove the case when $D$ is even, since the proofs for the other cases are similar. Suppose $D$ and $C$ are both even. Then $D$ has $2k$ edges oriented $i \rightarrow j$ with $i > j$ and $C$ has $2\ell$ such edges. Let $|E(D \oplus C)| = n$. We would like to show that $n$ is even.

Let $n_1$ be the number of edges in $D \oplus C$ such that $i \rightarrow j$ with $i > j$ in $D$. Let $n_2$ be the number of edges in $D \oplus C$ such that $i \rightarrow j$ with $i > j$ in $C$. Note that $n_1 + n_2 = n$. Then $2k - n_1$ represents the number of edges $i \rightarrow j$ with $i > j$ in $D \setminus (D \oplus C)$. Similarly, $2\ell - n_2$ represents the number of edges $i \rightarrow j$ with $i > j$ in $C \setminus (D \oplus C)$. Since these edges are outside of $D \oplus C$, where $C$ and $D$ agree on
edge orientation, we conclude that:

\[2k - n_1 = 2\ell - n_2 \implies 2k - 2\ell = n_1 - n_2\]
\[\implies 2(k - \ell) = n_1 - n_2\]
\[\implies 2(k - \ell) + 2n_2 = n_1 + n_2 = n \quad (**)\]

Therefore, \(n\) is indeed even and this concludes the proof. For the case when \(D\) is even and \(C\) is odd, the exact argument as above will work, except we replace \(2\ell\) by \(2\ell + 1\) and thus get an extra \(+1\) term on the left hand side in (**).

Using the claim above and the fact that \(\varphi\) is a bijection, we can see that this implies that:

\[\left| |DE(d_1, \ldots, d_n)| - |DO(d_1, \ldots, d_n)| \right| = \left| EE(D) - EO(D) \right| \neq 0\]

Therefore, the coefficient of the desired term in \(h_G\) is non-zero, and we apply the Combinatorial Nullstellensatz II to conclude that there exists some \(n\)-tuple of colors \((c_1, c_2, \cdots, c_n) \in A_1 \times A_2 \times \cdots \times A_n\) at which \(f_G = h_G\) doesn’t vanish. Hence, \(G\) is \(f\)-choosable. \(\square\)

4.6 An Application of the Generalized Combinatorial Nullstellensatz

Before we introduce an interesting graph-theoretic application of the Generalized Combinatorial Nullstellensatz, we shall state and prove two useful basic facts from graph theory. As before, the definitions below come from West [15] but we also
present them here for completeness.

A graph $G$ is called bipartite if its vertex set can be written as a union of two disjoint sets, such that no vertices in the same set are adjacent. The specification of the two sets that satisfy these conditions is called a bipartition of $G$. Each of such sets is called a partition.

A walk in a graph is a sequence $v_0e_1v_1e_2v_2\cdots v_{k-1}e_kv_k$ of vertices $v_i$ and edges $e_i$ such that for all $i \in [k]$, the edge $e_i$ has endpoints $v_{i-1}$ and $v_i$. A walk is called closed if $v_0 = v_k$. We will say a walk is a $u, v$-walk to indicate that the start vertex is $u$ and the end vertex is $v$. A path in a graph is a walk in which no vertices or edges are repeated. A cycle is a closed walk with no repeated edges and exactly one repeated vertex. The length of a walk is defined to be the number of edges in it. We will call a walk even (or odd) if it has an even (or odd) length. A walk $W$ is said to contain a cycle $C$ if the sequence of vertices and edges of $C$ occurs as a subsequence of $W$ (in order, but not necessarily consecutively).

**Lemma 2.** [15] Every closed odd walk contains an odd cycle.

**Proof.** Let $W$ be a closed $u, u$-walk in some graph. Suppose $W$ has length $n$ where $n$ is odd. We proceed by induction on $n$. The base case when $n = 1$ holds trivially, since in this case $W$ is a loop, and is itself a cycle. Assume now the lemma holds for all closed odd walks of length $k < n$. If $u$ is the only repeated vertex in $W$, then it is a cycle itself, and we’re done. Suppose it isn’t the case, so there is another vertex $v$ that is traversed at least twice in $W$. Then $v$ breaks $W$ into two $v, v$-walks joined by the single vertex $v$. Call these two walks $W_1$ and $W_2$. Since $W$ is odd by assumption, one of these walks is even and another one
is odd. Without loss of generality, assume $W_1$ is odd. Then note that $W_1$ is a closed odd walk of a shorter length than $W$, so, by the inductive hypothesis, it contains an odd cycle $C$. But then $C$ is also contained in $W$, and this concludes the proof.

The next theorem is due to König, and it gives a necessary and sufficient condition for a graph to be bipartite.

**Theorem 10.** [15] A graph is bipartite if and only if it has no odd cycle.

**Proof.** Let $G$ be a bipartite graph with the partitions $X$ and $Y$. Since the edges of $G$ only connect the vertices in $X$ to the vertices in $Y$, the vertices of any cycle have to alternate between the two partitions. Hence, in order come back to the same partition, an even number of steps is required.

Conversely, suppose we have a graph $G$ that contains no odd cycle. We may assume $G$ is connected (otherwise simply consider each of its components separately). Let $u \in V(G)$ be arbitrary. Define $f : V(G) \to \mathbb{N}$ to be the function such that for any vertex $v \in V(G)$, $f(v)$ returns the distance of the shortest path between $u$ and $v$. Note $f(v)$ is defined for each $v \in V(G)$, since we assume $G$ was connected. Let $X = \{v \in V(G) : f(v) \text{ is even}\}$ and $X = \{v \in V(G) : f(v) \text{ is odd}\}$. It is clear that $X$ and $Y$ are disjoint and exhaust the vertex set of $G$. We also claim that $X$ and $Y$ form a bipartition of $G$. Indeed, if two vertices $v_1$ and $v_2$ in $X$ are adjacent, then since the distances between $v_1$ and $u$ and $v_2$ and $u$ are even, we get an odd walk that traverses $u, v_1$ and $v_2$. By Lemma 2, we get an odd cycle, which is a contradiction. Hence, no vertices within $X$ are adjacent. Applying a similar argument to $Y$, we get that no vertices within $Y$ are adjacent.
either. Therefore, $G$ is bipartite, as desired.

For a graph $G = (V, E)$, the \textit{neighborhood} of a vertex $v$, denoted by $N(v)$, is defined to be the set of all vertices that are adjacent to $v$. A \textit{vertex labeling} of a graph $G = (V, E)$ is a map $c : V \rightarrow \mathbb{N}$. We will refer to the elements in the image of such a map as \textit{labels}. A \textit{lucky labeling} is a vertex labeling such that for any two adjacent vertices $u$ and $v$ in $G$ we have that $\sum_{w \in N(u)} c(w) \neq \sum_{w \in N(v)} c(w)$.

A graph is \textit{planar} if it can be drawn in a plane without any edges crossing. It has been shown in [5] that any bipartite planar graph has a lucky labeling with the labels in the set $\{1, 2, 3\}$ only. This result turns out to be a special case of the next theorem.

\textbf{Theorem 11.} [12] Let $G = (V, G)$ be a bipartite graph, which has an orientation with outgoing degree bounded by $k$. Suppose every vertex is equipped with a non-constant polynomial $f_v \in \mathbb{R}[x]$ of degree at most $\ell$ and positive leading coefficient. Then there is a labeling $c : V \rightarrow \{1, 2, \ldots, k\ell + 1\}$ such that for any two adjacent vertices $u$ and $w$:

$$c(u) - \sum_{v \in N(u)} f_v(c(v)) \neq c(w) - \sum_{v \in N(w)} f_v(c(v)).$$

Let us provide the proof of this theorem, which was first outlined in [12], filling some details.

\textit{Proof of Theorem 11.} We begin by assigning every vertex $v \in V(G)$ a variable $x_v$. 
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Consider the polynomial:

\[ h = \prod_{uw \in E(G)} \left( \sum_{v \in N(u)} f_u(x_v) + x_w - \sum_{v \in N(w)} f_v(x_v) - x_u \right). \]

It suffices to show that there exists some assignment of values \( a_v \) to \( x_v \) for all \( v \in V(G) \) from the set \( \{1, 2, ..., k\ell + 1\} \) such that \( h(a_v : v \in V(G)) \neq 0 \). This would mean that none of the terms of the product vanish for this assignment, and by letting \( c(v) = a_v \), the result would follow immediately.

We will fix an orientation of \( G \) with outgoing degree of every vertex bounded by \( k \). Consider some edge \( uw \in E(G) \), oriented \( u \rightarrow w \). When we take the term in the big product of \( h \) corresponding to this edge, we note that \( f_u \) appears as one of the terms in the sum \( \sum_{v \in N(w)} f_v(x_v) \). So for every such edge \( u \rightarrow w \), we take the leading monomial in \( f_u \) from the product term corresponding to this edge in \( h \). (For example if \( f_u(x) = x^2 - 6 \), then we would take \(-x^2\) where the minus sign comes from the definition of \( h \)). Taking the product of these terms over all edges, we obtain some monomial, which we denote by \( M \). Note that the degree of \( M \) in every variable is bounded by \( k\ell \), i.e. \( \deg_{x_v}(M) \leq k\ell \) for all \( v \in V \). This is because the leading monomial in \( f_v(x_v) \) for some \( v \) is taken at most \( k \) times and the degree of that monomial is at most \( \ell \).

Note that there may be other monomials in \( h \) that have the same support, i.e., if \( M = C_M x^{a_1}...x^{a_n} \) where \( C_M \in \mathbb{R} \) is a constant, then there may exist monomials \( N_1, ..., N_m \) in \( h \) such that \( N_i = C_{N_i} x^{a_1}...x^{a_n} \), where \( C_{N_i} \in \mathbb{R} \) are corresponding constants for all \( i \in [m] \). We will denote the sum of these monomials, including \( M \), by \( M' \). It now suffices to show that \( M' \) is maximal and has a non-zero
coefficient in $h$. (Then, since $s_i \leq k\ell$ for all $i$, the result is obtained by letting $A_v = \{1,...,k\ell + 1\}$ for all $v$ and applying Theorem 3).

Now we claim that the resulting monomial $M'$ has maximal support in $h$, i.e., $(s_1,...,s_n)$ is maximal in $S(h)$. Clearly, it suffices to show that $M$ has maximal support. Note that every term in $M$ is the leading monomial of the polynomial $f_u$ assigned to some source vertex $u$. Thus, it can only appear in $M$ in its highest power. Since we’re only interested in maximal support, we can “collapse” all the polynomials to degree one polynomials. So, by the way $M$ is composed, we add one to the power of $x_u$ whenever $x_u$ appears as a source. If we were to pick some other term, it could increase the power of $M$ in some other variable, but would decrease the power in $x_u$, and so it couldn’t have larger support. Thus, $M$ has a maximal support in $h$.

Now, we want to ensure $M'$ is non-vanishing. Note that since $M' = M + N_1 + ... + N_m$, it would suffice to show that all of $M, N_1, ..., N_m$ have the same sign (then, since we are in the field $\mathbb{R}$, they would never cancel out). Suppose, toward a contradiction that $M$ and $N_i$ have different signs, for some $i \in [m]$. Clearly, since all leading coefficients are positive, the sign of $M$ is $(-1)^{|E|}$. Suppose the ways $M$ and $N_i$ are composed from the product terms of $h$ differ in $k$ places. We know, since the signs of $M$ and $N_i$ are different, there must me an odd number of places where instead of a negative term, we take a positive one. Note that every “switch” from a negative to a negative term forces precisely two edges to exist (i.e. if instead of $-x_a$ we take $-x_b$, then we know that $a$ and $b$ have a common neighbor, but are not adjacent, since otherwise we would get a $K_3$, which would
contradict the assumption that $G$ is bipartite). Similarly, every “switch” from a negative term to a positive one results in exactly one edge. Since the number of negative to positive switches is odd and a switch from negative to negative always produces an even number of edges, we are forced to have a closed odd walk in our graph $G$. By Lemma 2, it follows that there must also exist an odd cycle, which, by Theorem 10, contradicts the hypothesis that $G$ is bipartite. Hence, $M$ and $N_i$ have the same sign, and since $i$ was arbitrary, $M, N_1, ..., N_m$ all have the same sign. Thus, $M'$ is non-vanishing and by Theorem 3 we obtain the desired conclusion. 

Note that in the above theorem, the relaxation of the polynomial degree requirement was helpful. As noted in [12], the original Combinatorial Nullstellensatz doesn’t seem to work for this problem.

Let us now briefly remark why the lucky labeling result for bipartite planar graphs proved in [5] is a special case of the above theorem. It is well-known that every planar graph $G = (V, E)$ with $|V| = n$ where $n \geq 3$ has at most $3n - 6$ edges. Moreover, if such a graph is triangle-free, the number of edges is at most $2n - 4$. Proofs of these facts can be found in [15]. Furthermore, it can be proven that any graph $G = (V, E)$ has an orientation with maximum outdegree $d$ if and only if $|E| \leq d \cdot |V|$ (e.g. see [6]). Since bipartite graphs have no odd cycles (in particular, no triangles), we conclude that every bipartite planar graph has an orientation with outdegree bounded by 2. Let $f_v = x$ for each $v \in V$. Then, replacing the polynomial $h$ in the proof of Theorem 11 by

$$h' = \prod_{uw \in E(G)} \left( \sum_{v \in N(u)} f_v(x_v) - \sum_{v \in N(w)} f_v(x_v) \right) = \prod_{uw \in E(G)} \left( \sum_{v \in N(u)} x_v - \sum_{v \in N(w)} x_v \right)$$
and proceeding similarly, we get that there is a labeling $c : V \rightarrow \{1, 2, 3\}$ such that for any adjacent vertices $u$ and $w$, 

$$\sum_{v \in N(u)} c(v) \neq \sum_{v \in N(w)} c(v)$$

holds. This is exactly what has been shown in [5].

5 Conclusion

The main purpose of this thesis was to demonstrate the power of the Combinatorial Nullstellensatz in discrete mathematics and inspire the reader to search for other applications of the two main theorems. As shown by Alon [2], there are also applications in linear algebra, number theory, and other areas. In graph theory, Combinatorial Nullstellensatz has also been useful in analyzing zero-sum flows (e.g. see [1]). Thus one direction for future work could be to look whether the Combinatorial Nullstellensatz could be useful in finding solutions to the existing open problems in these areas.
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