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Dynamic Heterogeneities in Supercooled Watér

Nicolas Giovambattista,** Marco G. Mazza} Sergey V. Buldyrev} Francis W. Starr,® and
H. Eugene Stanley

Center for Polymer Studies and Department of Physics, Bostopeldiiy, Boston, Massachusetts 02215, and
Department of Physics, Wesleyan banisity, Middletown, Connecticut 06459

Receied: December 18, 2003; In Final Form: February 6, 2004

We investigate dynamic heterogeneities in liquid water by performing molecular dynamics simulations of the
SPC/E model. We find clusters of mobile molecules. We study the temperature and time dependence of the
cluster size and find that clusters grow as temperature decreases and have a maximum size at the time scale
corresponding to the escape of the molecules from the cage formed by neighboring molecules. We relate the
average mase* of mobile particle clusters to the diffusion constabt, and the configurational entropy,

Sont. We find thatn* can be interpreted as the mass of the “cooperatively rearranging regions” hypothesized
in the Adam-Gibbs theory of the dynamics of supercooled liquids. In the context of the potential energy
landscape (PEL) approach, the diffusion of molecules is related to the change of basins. By studying the
dynamics of the system on the PEL, we identify clusters formed by the molecules with large displacements
as the system visits consecutive local minima on the PEL. We relate the changing of basins with the restructuring
of the hydrogen bond network.

I Introduction Hormogeneous Heterogeneous

Supercooled liquids are characterized by the nonexponential wnamcs dyruamm
.

decay of ensemble-averaged time correlation functioh$wo
microscopic scenarios have been proposed to explain this be-
havior, schematically shown in Figure 1. In the spatially ho-
mogeneous dynamics scenario, correlation functions for different
molecules decay in the same way, i.e., by a stretched exponential
function exp[-(t/t;)?] with a characteristic relaxation timeand
exponent. As shown in Figure 1, in the “homogeneous”
scenario, all molecules are equivalent. As the temperature is
lowered, the locally averaged molecular displacement is the
same at every point in the system. The homogeneous scenario
is inconsistent with experimeAfs1® and simulationd®-1°which
identify dynamical heterogeneities in supercooled liquids and
spin glasse’

In the spatially heterogeneous dynamics (SHD) scenario,
correlation functions for different molecules decay exponentially,
but with a very broad distribution of relaxation tim&sThe
superposition of these individual exponential contributions
produces a nonexponential decay of the ensemble-averaged time
correlation function, and the exponefitis a measure of the
width of the distribution of relaxation times. In the heteroge-
neous scenario, the locally averaged molecular displacements
are different depending on the part of the system we are looking

at and when we look at it. One finds groups of molecules that A 4
are more mobile and groups that are less mobile than the average
molecule in the system. As the temperature is lowered, patches Colder

formed by mobile molecules increase in size. These patches of
mobile molecules have a short lifetime; they appear and dis-

appear constantly in different parts of the system. In section I,

we show that the SHD scenario describes the dynamics of
supercooled water.

Figure 1. Two possible scenarios proposed to describe diffusion in
cold liquids. In the spatially homogeneous dynamics scenario molecules
relax in the same way, while in the spatially heterogeneous dynamics

T Part of the special issue “Hans C. Andersen Festschrift”.

* To whom correspondence should be addressed. (SHD) scena_lrio, sets of more mc_)bile molecules (in comparison to the
* Boston University. average motion of the molegules in the system) f(_)rm patches or clusters.
§ Wesleyan University. The size of these clusters increases upon cooling.

10.1021/jp037925w CCC: $27.50 © 2004 American Chemical Society
Published on Web 04/13/2004
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The potential energy landscape (PEL) formalism provides a
theoretical approach to the study of supercooled liquids. The
PEL for a system composed Nfparticles is the potential energy
surface of a system in a (3NL)-dimensional space. The system
in this high-dimensional space is represented by a point. The
diffusion of the particles in the system corresponds to the motion
of the representative point of the system on the P&EZ25
As the liquid is cooled toward the glassy state, the ability of
the particles to diffuse decreases and the system is increasingly,{
found near local potential energy minima on the PEL, called
inherent structure (I1S) configuratioA3A general picture has
evolved®29 of the system moving among a set of basins, each
corresponding to a local minimum. In the glassy state, when
diffusion stops, the system is localized in one of the potential
energy basins.

The number of basins available to the system has been related
to the configurational entrop&.on. The concept of configura-
tional entropy was first introduced by AdanGibbs (AG)3°
The AG predictions were confirmed in computer simulations
using the SPC/E mod&l and in other models of simple

G(r,t)
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Figure 2. Van Hove correlation functios(r, t*) and its Gaussian
approximationGo(r, t*) obtained usingm?(t*) (] for T = 220 K. The

liguids 3233:34However, the AG theory is based on the concept
of cooperatively rearranging regions (CRR), which are not
precisely defined. In section lll, we relate the clusters formed
by mobile molecules found in simulatiofsvith the CRR from

AG theory.
The PEL approach proposes that diffusion occurs by IS

tails of the distributions cross &t ~ 0.225 for all temperature. In this
work, we focus on the fractiog of molecules with large displacements
over an observation timat. ¢ is the probability that a molecule has a
displacement > r* in a time interval equal td* (area under the curve

4ar?Ggy(r, t*) for r = r*).

For both short times (when particles move ballistically) and

transﬂu;lns, i.e., by moving _froml one basin tg Ianﬁther_ Furthgr- long times (when particle motion can be described by the diffu-
more, these IS transitions involve more subtle heterogeneitiesg;, equation)3r, t) can be fitted by a Gaussian approximation

corresponding to rearrangement of localized set of moleétiles.

In section 1V, we identify these more subtle heterogeneities
associated to the IS transitions and relate them to the restructur-

ing of the hydrogen-bond network. Finally, in section V, we
discuss our results.

Il. Spatially Heterogeneous Dynamics

3/2
Gy(r, 1) = [ E} exp[—3r?/2m%(t)] (3)

_3
27[B4(t)
where[12(t)0is the mean square displacements of the oxygen

atoms. However, deviations @(r, t) from Go(r, t) are well
pronounced at intermediate times, corresponding to the vibra-

Clusters composed of particles with high mobility have been tions of the particles within the cage formed by neighboring
found in numerical simulations of simple systems, e.g., Lennard- molecules. We defing* as the value of time at which the

Jones (LJ) mixtures, indicating the presence of SA£9.19.3644

deviation ofGg(r, t) from Gy(r, t) is maximum, which is achieved

Hence, the SHD scenario for the dynamics of liquids at low when the non-Gaussian paraméter

temperatures was confirmed in these systems. In this section,
we show that SHD is also present in computer simulations of

the SPC/E> water model as expected from previous findings
for the ST2 and TIP4P models for watér*’We study a system
with N = 1728 molecules at fixed density= 1.0 g/cn? varying
the temperaturd from 200 to 260 K in steps of 10 K. To

increase statistics, we performed two independent simulations

for every temperature. We find that tAedependence of the

diffusion constant can be expressed by
D~ (T~ Tycr)’ @

where the mode coupling temperatdiiger = 193 K and the

diffusivity exponenty = 2.8048:49
We use the approach introduced in a study of a LJ miXture

a(t) = gm“(t) o E - 1 4)

reaches its maximum.

In Figure 2, we see thdb(r, t*) and Go(r, t*) intersect for
larger atr*, and thatGg(r, t*) develops a tail for large falling
outside the Gaussian distribution. Molecules with displacements
r > r* can be considered as molecules that move more than
expected (in comparison @&y(r, t*)). We find r* is in the range
0.20-0.25 nm for allT (the oxyger-hydrogen distance in a
molecule for SPC/E is 0.1 nm). The fraction of molecules with
r > r*att=t*is given by ¢ = f 4ar?Gqr, t*) dr.
Depending o, we find 6% < ¢ < 8%. For simplicity, we fix
¢ = 7% for all T. Similar values of¢ were found in atomic

stem&-37-44and in polymer melt§!

to define mobile molecule clusters. We calculate the self-part SY . ) o
P Following ref 37, we define the mobility of molecuieat a

of the time-dependent van Hove correlation functfo@q(r, t)

N
B(IT;(t) — 7(0)) — U

1
G(r,t) = N (2)

where[d--(represents an average over configurationsTaid
are the coordinates of the oxygen atom ofitilemolecule. The
probability of finding an oxygen atom at a distarcat timet

from its position att = 0 is given by 4r?Gg(r, t) dr.

given timetp as the maximum displacement of the oxygen atom
in the interval fo, to + Af]

uilto, At) = max{|Ti(ty) — Ti(t +to)|, to = t < ty + At} (5)

We will be interested in the “mobile” molecules, defined as
the fractiong of molecules with largest;. We define now a
connected cluster for an observation titheformed by mobile
molecules. A pair of molecules is assumed to be connected if
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Figure 3. Two of the largest clusters of mobile molecules found at
= 260 K defined with an observation tim&t = t* ~ 3 ps. Tubes
connect neighboring molecules whose oxygerygen distance is less
than 0.315 nm, the first minimum in the oxygeoxygen radial
distribution function.

0.5 g g
107 0 1 2 3 4
At [ps]
Figure 4. (a) Mean square displacemeri(At)Cat T = 210 K showing

the ballistic, cage, and diffusive regimes. (b) Average number of

their oxygen-oxygen distance at timig is less than 0.315 nm,
moleculesm(At)[0(<¢) and normalized weight cluster siZa(At)L/

which corresponds to the first minimum of the oxygeaxygen ! >
[y (O). The behavior of these quantities correlates iitAt) The

radial distribution functlc.)ﬁ..l We find in yvater that moplle maxima of M(At)L/mL] and M(AtD occur at times slightly smaller
molecule clusters are similar to those in models of simpler .y the time for the maximum im,(At) (O), the non-Gaussian param-
liquids. Figure 3 shows two snapshots of mobile particle clusters eer, (c) Weight average cluster sizmAt)Gy/M, for temperatures
atT = 260 K for At = t*. In LJ system&® and polymer$2>3 ranging from 200 to 260 K in intervals of 10 K. Note tfiéndependent
complex clusters are composed of more elementary “strings” plateau at the crossover from ballistic motion to cage behavior.

in which particles are arranged in a roughly linear fashion. Such por comparison, we show in Figure 4b the non-Gaussian
linear building blocks of the clusters are less clear in simulations parameten,(At) and the mean-square displacem@?gAt)Cin

of water because the hydrogen bond network constrains therigure 4a. The three characteristic time regimballistic, cage,
geometry of the clusters. and diffusive-are indicated.

A. Dependence of Cluster Size ohand At. We first address We find that M(At)G/MG, behaves in a way similar to
the issue of the dependence of mobile molecule clusters on thepolymer systenfd but differs in that there is a clear increase in
observation time\t. The quantities we study are average cluster m(At)[)/m, 5, at the time scale at which molecules go from the
size, [(At)[J and the weight average cluster size ballistic to the caged regime. We attribute this to strong cor-
relations in the vibrational motion of the first-neighbor mol-
ecules, owing to the presence of hydrogen bonds.

In Figure 4c, we shown(At)Ll/m L, for all consideredT.

For T < 240 K, the maximum inn(At)L}/0 [}, increases in
defined as the average size of a cluster to which a randomly magnitude and shifts to larger time scales with decreasing
chosen molecule belongs. It is known from percolation thory  The plateau at the crossover from the ballistic regime is nearly
that clusters of randomly chosen molecules have nontrivial T-independent, as expected since the mean collision time is
dependence of their sizes on the fraction of chosen molecules,nearly T-independent. Fof > 250 K, the maximum and the

¢. To define how the cooperativity affects the cluster sizes, we plateau merge, so it is not possible to separately distinguish
use a normalized quantitym(At)Li/m L, where [} is the these features.

weight average cluster size for randomly chogéh mole- In the SHD scenario, clusters of mobile molecules appear
cules. Figure 4b showsh(At)Oand M(At)G, for T = 210 K. and disappear continually in time. In Figure 5, we show the

m2(At) O
m(At)O

(ALY, = (6)
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Figure 6. Probability distributionP(n, T) to find a cluster withn
molecules at temperatufle Data can be well fitted bi?(n, T) ~ n==™
exp(—n/ny(T)), eq 7. Values of the parameteng(T) and z(T) are in

(e) t=131ps  (f) t= | Table 1.
‘ H P 3 'rI]'Q_IB_)IS!EElciugtiit(t)ig%Parameters for P(n, T) ~ n=7M exp(—n/

.‘ ) s e T o) no(M T oT) no(T) T oM ny(T)
) © 200 2.17 334 230 196 43 250 2.01 41

210 199 7.4 240 2.04 49 260 1.96 3.6
220 2.09 8.0

slope -2

into several subclusters. This shows that the cluster no longer
behaves as a single entity, and its members possess a certain
(g) t=1ns (h) t=2ns degree of independence from each other. As expected, for longer
e (o 4 o) times molecules diffuse farther and farther away from each
L &0} ® @ 9 .o L T other, and no memory of the starting structure of the cluster
.‘q & “ SN @ [ o remains. During this process, other clusters also appear and
98 . & Ad disappear in the system.
' B. Dependence of Cluster Size on Temperatur&Ve focus
now on the temperature dependence of the clusters obtained
for At = t*. Because we use the same definition of clusters as
Ballistic Cage : Diffusive ) in ref 37, we can compare our results with those found there
! : T"‘; for a LJ mixture. Figure 6 shows the probability distribution
: * * 1' ¢ f H P(n, T) to find a cluster withn molecules for different
(a) (b) © @ () @ (h) temperatured using a fractionp = 0.07. We note that for this

Figure 5. Time evolution of a cluster of mobile molecules identified fraction there are no percolating clusters for this system size.
with At = t* ~ 65 ps afT = 210 K. Time increases from left-to-right We fit the cluster mass distributions with tA@satzdefined

and top-to-bottom and is indicated along the time axis (log-scale) at in Percolation theor

the bottom of the figure. The three regimes (ballistic, cage, and
diffusive) defined in Figure 4a are also indicated along the time axis. P(n, T) ~ n ™M exp{ —N

n
time evolution of a cluster defined usifg = t* ~ 65 ps, afl ol
= 210 K. We settp = 0 as the time at which the cluster is where ny(T) is a characteristic cluster mass (number of
defined. The corresponding snapshot is shown in panel (a). Itmolecules) afl and z(T) is the Fisher exponent, which may
shows the molecules that will have the largest displacementsalso depend oif. A similar expression foP(n, T) was found
during the time intervalt, to + At]. Their positions at the end  in ref 51 for a polymer melt. The parameters in this expression
of this interval are shown in panel (d). The times of each are tabulated in Table 1. Changing the value dbes not affect
snapshot are indicated schematically by arrows at the bottomthe functional dependence &{(n, T) although it changes the
of the figure. Times separating the three regimes (ballistic, cage,values ofny(T) andz(T). The values ohy(T) do not follow a
and diffusive) are also identified. During the ballistic regime simple dependence om. However, the behavior ofiy(T)
and until the beginning of the cage regime, we observe no indicates that clusters grow upon cooling. From Table(T)
change in the cluster structure. During the cage regime, the~ 2 for all T. This value coincides with the value obtained for
collisions of the molecules with the neighboring molecules LJ particles §(T) ~ 1.9F" and for colloids §(T) ~ 2.2+ 0.2]44
produce little effect. At ~ 16.4 ps, only one molecule of the Clusters found in water seem to be smaller than those found
cluster (at the right end) changes hydrogen bonds. Thesein LJ systems. In ref 37, it was found tha¢n, T) for T = 1.07
cumulative small effects produce a split of the cluster as time Tyct and¢ = 0.05 is nonzero up tm ~ 80, whereas from
reaches the end of the cage regifhét t = t*, the cluster splits Figure 6, we see that even®t= 200 K (i.e., 1.03TycT) there

()
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are no clusters containing more than 50 molecules. However, 0.9
the system studied in ref 37 contains 4 times more molecules 8
than our system. This may explain the difference in the cluster

size distribution. v 0.7

"c 0.6
lll. Spatially Heterogeneous Dynamics and the 05

Cooperatively Rearranging Regions of the AG Theory (@

0.4 — : :
The concept of spatially heterogeneous dynamics has a rich 0.04 005 0.06 0.07 0.08 0.09 0.10

history, dating back to the seminal work of Adam and G#bs 1S o
(and even AG credit earlier wot®. Specifically, to describe .9 S . I . R
the dynamics of supercooled liquig®36-5” AG introduced a X

“ H H H ” w8 T {b)
concept of “cooperatively rearranging regions” (CRR) to i
describe the diffusion in a low-temperature liquid. Assuming =

that the heat capacity depends on the inverse temperature, thei 'E'B
theory predicts the empirical Williamd.andekFerry or Vo- =
gel—Fulcher-Tamman equation which determines the evolution 5
of the relaxation time with temperature. Another important result ' £ ?

ey T )
is the relation between the diffusion constBnthe temperature 0 10 s 10 10
T, and the configurational entropy of the Syst&mgns D [10 "cm'/s]
_ Figure 7. (a) Average cluster size* proportional to the inverse of
DO exp( ) (8) the configurational entrop$.nr Suggesting that* — 1 can be used as
TSon a measure of the size of the cooperatively rearranging regions

hypothesized by Adam and Gibbs. (b) log-linear plotrf ¢ 1)/T as
In recent yearsiont has been interpreted, in the thermodynamic a function of the diffusion consta?. The AG predictionD ~ exp-
limit, as ks log W, whereW, is the number of configurations  (A/TSon) implies that logD ~ (n* — 1)/T. This relationship holds for
accessible to the system akglis the Boltzmann constant. More almost three decades I
recently,W; has been identified as the number of basins in the
PEL accessible to the system in equilibrium, and this allows
direct calculation ofS;ons by computer simulation¥:5°

_Equation 8 has t_)ee_n tested and appears to be valid across a Iy

wide spectrum of liquid8-32:3460.61However, it is based on a D~e (11)
somewhat imprecise definition of CRR. In their work, AG define
a CRR as “...a subsystem of the sample which, upon a sufficient
fluctuation in energy (or, more correctly, enthalpy), can rear-
range into another configuration independently of its environ-
ment.” There is no quantitative definition of CRR. AG predict It has been suggestetf that diffusion in low-temperature
that the characteristic massof the CRR is related to the liquids is a consequence of a more subtle kind of heterogeneity.

SinceSontand the diffusion constamm are related} we expect
to find

Indeed, Figure 7b confirms this expectation.

IV. Transitions between Inherent Structures

configurational entropy of the CRRon(2) and the total In principle, these heterogeneities occur when the system moves
configurational entropya.ont by between consecutive local minima (I1S) in the PEL. In this
section, we show that clusters of molecules with large displace-
_ Nso(?) ments when the system moves between consecutive IS can be
- Seont ©) identifie_d _from simulations of water. _
As Stillinger suggest32425the PEL is expected to be very
whereN is the number of molecules in the liquid. rough and contiguous basins are expected to be grouped together

On the basis of eq 9, we will develop a quantitative definition forming wider “craters” or “megabasin§®® In this picture,
of CRR in the context of the SHD analysis described in the the elementary transition processes (identified with the short-
section above. Motivated by the recent results that the averagelime -relaxation) connect neighboring basins and require only
instantaneous cluster mass scales inversely with the entropy inlocal rearrangements of a small number of particles. The escape

a model of living polymer@ and on the basis of eq 9, we use from one large-scale “crater” to another requires a lengthy
n* = [M(At = t*) (as a measure af since atAt = t* correlations directed sequence of elementary IS transitions. The process of

are very pronounced an(At)dis nearly maximal3 Using escape will require a net “elevation change” (energy change)
the values ofS.nf from ref 31, we find a linear relationship ~many times that of an elementary IS transition.
betweenn* and 1&.onf (Figure 7a) The trajectory of the point representing the system on its PEL
for any continuous interaction potential can be followed with
n* — 10 1 (10) molecular dynamics simulation, and an energy minimization
Seont algorithm can be implemented to find the 3By means of

this method, the motion in configurational space is converted
This finding is consistent with the possibility that — 1 can into a minimum-to-minimum trajectory, or IS trajectory. We
be regarded as a measure ofind provides a quantitative  studied the IS trajectory for a 216-molecule systen &t 180
connection between mobile molecule clusters and the AG K (below Tycr ~ 193 K) using the SPC/E potenti#l.The
approach? It is necessary to subtract one fram to obtain possibility of performing such a study beldWcr, with a very
direct proportionality, suggesting that a cluster of unit size does fine coarse graining in time, allows us to examine the structural
not correspond to a CRR.Equation 10 provides a clear link  changes that accompany the basin transitions and to describe
between a cluster property*, and a property of the PELSonf. an elementary step of the diffusive process.
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Figure 8. (a) Mean square displacement starting from a single arbitrary 00 02 04 06 08 10 12 14
starting time and (b) energy of the inherent structures as a function of t [ps]

time for the studied 216-molecule system. The sampling interval in _. .
both panels is 1 ps. Although it is possible to track IS transitions from Figure 9. (a) IS energy and (b) mean square displacement for the IS
obtained using a sampling interval of 4 fs, two times the simulation

the potential energy, it is not the case for the mean square displacement;

Note the amplitude of the peaks of the potential energya6 k/mol, time step used af = 180 K. The correlation betweeis and [F(t)LJ
the same order of magnitude as the hydrogen bond energy is evident. Also, we see that it is necessary to sample IS with a mesh
’ of the order of the simulation time step to detect all of the IS visited

We started our system from equilibrated configurations at PY the system.

190 K, which relax for nearly 920 ns at 180 K before we record 0.08

and analyze the trajectory. At such a low temperature, a slow '

aging in the trajectory could be present; however, the aging

should not affect the qualitative picture we present. We

generated one trajectory of 30 ns, sampling configurations at 0.06 -

each 1 ps. For each configuration, we find the corresponding

IS using conjugate gradient minimization. In this way, we obtain

30 000 configurations and the corresponding IS. Since we could g

miss some IS transitions with 1 ps sampling, we also ran four .S, 0.04

independent 20 ps simulations sampling the IS at 4 fs. In this = .

way, we obtain another 20 000 configurations with the corre- [ [ 15

sponding IS. 2 bl T 4 B
Figure 8 shows an example of the potential energy of the 1S 0.02 77 | | [

trajectory, Eis(t), and the mean square displacement of the '

oxygen atomsi%(t)Cstarting from a single arbitrary starting time.

At T = 180 K, the slowest collective relaxation tinag > 200 0 LN b T T e :

ns&9The IS trajectory in Figure 8 has a mesh of 1 ps and covers 0 30 60 90 120 150 180 210

a total time of 30 ns. In this time intervz_aljf(t)ﬂ]l’2 is about 1 molecule number

A, i.e., much less than the corresponding value of the average . . . -

nearest neighbor distance of 2.8 A. Figure 9 shows an enlarge-{zlgure 10. Dlsp_lace_ment of each molecule in the transition from I1S-A

. . . 0 IS-B shown in Figure 9b.

ment of the IS trajectory using a much smaller time mesh (4 fs,

two times the simulation time step at thi$. Figure 9 shows

that changes occur via discrete transitions, with an averagereturns to the original basin because the differences in energy

duration of~0.2 ps. The transitions are characterized by an and the displacement both approach zero at the end of the time

energy change of10—20 kJ/mol and an oxygen atom square interval.

displacement of the order of 0.012&hey appear to constitute To aid in understanding the distribution of the displace-

the elementary step underlying the diffusional process in the ments during the IS changes such as those between the two IS

system. Note that it is impossible to identify the transition unless labeled 1S-A and ISB in Figure 9b, Figure 10 shows the dis-

the quenching time step is of the order of the simulation time placementsu of all 216 individual molecules from IS-A to

step, in distinct contrast to a Lennard-Jones liquid where suchIS—B. We see that there is a relatively small set of molecules

small continuous changes are not pregéitihe difference, we with a large displacement. Interestingly, we find that this set of

will see, is attributable to the hydrogen bonds. This time scale molecules forms a cluster of bonded molecules. Indeed, for all

for IS transitions agrees with other work on the TIPS2 water cases studied, we find that the set of molecules which displace

| W

model, atT = 298 K#7 most (4 = 0.025 nm) form a cluster of bonded molecules. As
In Figure 9, we see that the sharp changeg¥t) coincide was shown in ref 35, although a subset of “highly mobile”

with the sharp changes IB(t)[] This confirms that the system  molecules is identifiable using a pre-defined threshold value in

is repeatedly visiting specific configurations, sinaét)0and a single basin change, there is no unambiguous general criterion

Es(t) can take only discrete values, corresponding to individual for identifying the molecules responsible for a single basin
IS. The results shown in Figure 9 imply that the system often transition.
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Water is characterized by a tetrahedral hydrogen bond (HB)
network. However, many experiments suggest that this network
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coordination shefi®~70 The clusters identified in the IS transition
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observed in Figure 11 where we show the number of molecules
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V. Discussion

We have shown that SHD is present in MD simulations of
water. In accordance with experiments in colloids and simula-
tions of simple liquids, the mobile molecule clusters grow in
size asl decreases. To connect with AG theory, we have shown
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that the average mass of these clusters can be interpreted as the (44) weeks, E. R.; et aScience200q 287, 627.

mass of the AG cooperatively rearranging regions. By studying
the PEL, we have shown that molecules with large displace-
ments in IS transitions also form clusters. Preliminary calcula-
tions show that clusters obtained in IS transitions and those

obtained in the original MD trajectory are uncorrelated.
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