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Abstract

In 1993, Brualdi and Massey defined the incidence graph of G, Inc(G), to

be the graph whose vertices are the set of incidences - pairs of the form (u, e)

where u is a vertex of G and e is an edge of G containing u as an endpoint -

and where two incidences, (u, e) and (v, f), are adjacent if (i) u = v, (ii) e = f

or (iii) uv = e or uv = f . They determine the incidence chromatic number,

χi(G) = χ(Inc(G)), of several classes of graphs and use this work to study the

strong chromatic index of a certain bipartite graph H which is associated to G.

Much work has been done in computing and bounding the incidence chromatic

number of graphs. Of particular interest, in 2012, Yang defined the fractional

incidence chromatic number of a graph to be χf (Inc(G)); that is, the fractional

chromatic number of the incidence graph of G.

In what follows, we generalize many known bounds on the incidence chromatic

number to bounds on the fractional incidence chromatic number. By providing a

lower bound on the fractional incidence chromatic number which provides equality

when Inc(G) is vertex transitive and giving a sufficient condition for when Inc(G)

is vertex transitive, we are able to compute the fractional incidence chromatic

number of several families of graphs. Further, we generalize the bounds for the

union, Cartesian product and join of two graphs obtained by Sun and Shiu along

with the bounds for the lexicographic and direct products of two graphs and a

bound involving the star arboricity and the edge chromatic number obtained by

Yang. We also show that these bounds are all tight. Given these bounds, along

with another bound involving the square of a graph, we show that χf (C3n[K`]) =

3` for n ≥ 1 and ` ≥ 2. Finally, using the Strong Perfect Graph Theorem, we

show that Inc(G) is perfect precisely when G has circumference at most 3; that



is, when a longest cycle in G has length at most 3. As a result, we compute

χf (Inc(G)) in this case. We end with a discussion on some future work.
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Chapter 1
Introduction

1.1 Incidence Graphs

Incidence graphs were introduced by Brualdi and Massey ([6]) as part of their

effort to improve bounds for the strong chromatic index of graphs1. They defined

the incidence graph of a graph G, denoted Inc(G), to be the graph with

V (Inc(G)) = {(u, e) | u ∈ V (G), e ∈ E(G) and u is an endpoint of e}

and

E(Inc(G)) = {(u, e)(v, f) | u = v, e = f, uv = e or uv = f}.

Example. Here is C5 along with its incidence graph Inc(C5) drawn out explicitly.

(We will consider another way to view Inc(G) in the next section.)

1All graphs are considered to be finite and simple, unless otherwise noted.

1
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a

b

cd

e

(a, ab)

(b, ab)

(b, bc)

(c, bc)

(c, cd)

(d, cd)

(d, de)

(e, de)

(e, ae)

(a, ae)

Figure 1.1: C5 and Inc(C5) Explicitly

They went on, in their introductory paper, to achieve their goal of improving

the bound for the strong chromatic index of a particular class of graphs, namely

the class of bipartite graphs whose cycle lengths are all divisible by 4. Here, the

strong chromatic index refers to the fewest number of colors required to properly

color the edges of the given graph so that each color class is an induced matching

of the graph. This is a slight strengthening of the classical chromatic index, or

edge chromatic number. They obtain their improved bound by appealing to what

they defined as the incidence chromatic number for the graph associated to each

of the graphs in this particular class. The incidence chromatic number of G is

denoted by χi(G) or χ(Inc(G)). As a result of Brualdi and Massey’s work, in the

two decades since its definition there has been interest in calculating and finding

bounds for the incidence chromatic number of graphs.

Upon studying the incidence chromatic number of graphs, Brualdi and Massey

made several key observations. First, they proved that every graph has incidence

chromatic number at least ∆ + 1, where ∆ is the maximum degree of the graph,

by showing that we can always find a clique of this size in Inc(G). They go on to
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calculate the incidence chromatic number of complete graphs, trees with at least

two vertices and complete bipartite graphs. It is worth noting that the first two

of these calculations work out to be ∆+1, where ∆ is the maximum degree of the

graph, so in particular the lower bound they proved is tight. However, the third

example, for complete bipartite graphs, works out to be ∆ + 2. They conjectured

that the incidence chromatic number of any graph is at most ∆+2. This conjecture

became known as the Incidence Coloring Conjecture. It was disproved by Guiduli

([16]) in 1997 when he showed that the Paley graphs have the property that their

incidence chromatic numbers are at least ∆ + Ω(log ∆).

In terms of progress on a general upper bound for all graphs, Brualdi and

Massey proved that the incidence chromatic number of a graph is at most 2∆.

Guiduli, in the same paper where he disproved the Incidence Coloring Conjecture,

proved another upper bound for the incidence chromatic number, namely that

χ(Inc(G)) ≤ ∆ + 20 log ∆ + 84.

Further, Yang ([37]) exibited an upper bound which appeals to the star arboricity

of a graph, denoted st(G). Note that the star arboricity of a graph is the minimum

number of star forests required to cover all the edges of G. Yang proved that the

incidence chromatic number of a graph is at most st(G)+∆(G) for Class 1 graphs

and is at most st(G) + ∆(G) + 1 for Class 2 graphs. (Here, Class 1 and Class 2

refer to the classes distinguished under Vizing’s Theorem ([35]).) Shiu and Sun

([28]) show that χ(Inc(G)) ≤ χ(G2). Finally, Sun and Shiu ([31]) proved another

lower bound and showed that the incidence chromatic number of G is at least

2|E(G)|
|V (G)|−γ(G)

, where γ(G) is the domination number of G. This last bound will be

particularly useful for us later.

Others have put forth new information regarding bounds on specific classes of

graphs. In [36], Wang, Chen and Pang compute the incidence chromatic number
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of Halin graphs and outerplanar graphs with large enough maximum degree. In

[11], Hosseini Dolama, Sopena and Zhu exhibit upper bounds for k-degenerate

graphs, K4-minor free graphs and planar graphs. In [25], Maydanskiy shows that

the incidence chromatic number of a cubic graph is at most 5, and that this bound

is tight. In [10], Hosseini Dolama and Sopena improve their previous bound for 3-

degenerate graphs and produce upper bounds for graphs with various conditions

on the maximum average degree and the maximum degree. In [31], Sun and

Shiu develop bounds for the incidence chromatic number of the union, Cartesian

product and join of two graphs. They further show that their bounds are tight. In

[37], Yang develops bounds for the incidence chromatic number of the direct and

lexicographic products of two graphs. In [30], Sun completes a characterization

for the incidence chromatic number of cubic graphs by providing necessary and

sufficient conditions for when the incidence chromatic number of a cubic graph is

4.

One final note on what is known about incidence graphs. In 2012, Hartke

and Helleloid ([19]) proved a reconstruction algorithm which, given any graph H,

either produces a graph G with no isolated vertices such that Inc(G) ∼= H or

determines that no such graph exists. Note that the condition that G has no

isolated vertices is sort of irrelevant since any isolated vertex of G has no effect

on Inc(G). The algorithm provided runs in linear time.

1.2 Visualizing Inc(G)

Given the definition of the incidence graph associated to a graph G, we can

always think about the graph Inc(G) explicitly; that is, we can always draw out

the graph of Inc(G), as in Figure 1.1. However, these graphs get quite large very

quickly. To see this, simply consider the number of vertices of Inc(G), i.e. the
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number of incidences of G. Since an incidence is a pair consisting of an edge

and an endpoint of that edge, and since each edge has two endpoints, there are

2|E(G)| incidences. Hence,

|V (Inc(G))| = 2|E(G)|.

So, for example, we already saw above that Inc(C5) has 10 vertices, and we can

also now calculate that Inc(Kn) has n(n− 1) vertices. The edges of Inc(G) make

the graph even more complicated. In fact, we can show that

degInc(G)(u, uv) = 2 degG(u) + degG(v)− 2.

To see this, observe that (u, uv) is adjacent in Inc(G) to

• degG(u)− 1 vertices of the type (u, uw), where w 6= v

• (v, uv); the only vertex which shares the same edge component as (u, uv)

• degG(u)− 1 vertices of the type (w, uw), where w 6= v

• degG(v)− 1 vertices of the type (v, vx), where x 6= u.

Adding all these adjacencies gives the desired degree of (u, uv) in Inc(G). Hence,

we would like another way of viewing the incidence graph associated to G.

As it turns out, we can view the incidence graph within the original graph.

Each edge of G represents two vertices in the incidence graph, Inc(G), one for

each endpoint. Let S(G) be the graph obtained from G by replacing each edge

of G by a pair of oppositely oriented edges. This gives us a way of viewing the

vertices of Inc(G) by associating the edge uv oriented from u to v to the incidence

(u, uv). Now, we need a way of recognizing adjacencies from this viewpoint.

Lemma 1.2.1. Two oriented edges of G, as described above, are adjacent in

Inc(G) precisely when they fall into one of the following categories:
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1. The two oriented edges are oriented away from a common vertex.

2. The two oriented edges form an oriented 2-cycle.

3. The two oriented edges form an oriented path on three vertices.

Proof. Recall from the definition of the incidence graph that two incidences are

adjacent precisely when they satisfy one of the following conditions:

1. The vertex components of the incidences are the same; that is, (u, e) is

adjacent to (u, f) where e 6= f .

2. The edge components of the incidences are the same; that is, (u, e) is adja-

cent to (v, e) where u 6= v.

3. The two (distinct) vertex components of the incidences are the endpoints

of one of the (distinct) edges associated to the incidences; that is, (u, uv) is

adjacent to (v, vw).

Using the observation above, these precisely line up with the categories of the

lemma; namely

1. The incidences (u, e) and (u, f) are both oriented away from their common

vertex, u.

2. The incidences have the same edge component, so they are represented by

the two ways to orient the edge e in G. Hence, they form an oriented 2-cycle.

3. The incidence (u, uv) is oriented from u to v and the incidence (v, vw) is

oriented from v to w. Hence, we have an oriented path on three vertices

from u to v to w.

Thus, the result follows.
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This provides us with another way of viewing Inc(G) which will be useful later

on, although we will use the two methods interchangably. Let’s now compare this

method of visualizing Inc(G) with our previous method of drawing it out explicitly

by looking at our example of G = C5.

Example. Illustrated here is the same C5 as before, alongside Inc(C5) being

visualized using oppositely oriented arcs in S(G).

a

b

cd

e

(a, ab)

(b, ab)

(b, bc)

(c, bc)

(c, cd)

(d, cd)
(d, de)

(e, de)

(e, ae)

(a, ae)

a

b

cd

e

Figure 1.2: C5 and Inc(C5) within S(C5)

1.3 The Fractional Chromatic Number

Recall that the chromatic number of a graph G, denoted χ(G), is the small-

est number of colors needed to color the vertex set of the graph so that no two

adjacent vertices are given the same color. This is a way to assign to each graph

a natural number. To generalize this idea, one can ask whether or not there is

a way to assign to every graph a nonnegative rational number which, in some

way, respects the chromatic number of the graph. One way to do this is with the

fractional chromatic number. (Note: In Chapter 5, we will briefly discuss another

way to generalize the chromatic number to obtain nonnegative rational numbers.
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We will also discuss a possible new generalization.)

The fractional chromatic number of a graph G, denoted χf (G), can be viewed

as a generalization of the usual chromatic number. The concept first appeared in

1973 in a paper of Hilton, Rado and Scott ([21]). In this paper, they prove that

χf (G) < 5 for all planar graphs. This was a step towards proving what they called

the “weak” four colour conjecture; namely, that if G is planar, then χf (G) ≤ 4.

Of course, as it will become clear, since χf (G) ≤ χ(G), this conjecture is now

resolved by the Four Color Theorem (see [1] and [2]).

Before giving a precise definition for the fractional chromatic number, infor-

mally, we should think about this as assigning a collection of colors to each vertex

of the graph, with a weight associated to each color, which satisfies some restric-

tion relating to adjacent vertices. In practice, the usefulness of this concept is most

easily seen with an application. In scheduling a set of meetings, for example, one

is often interested in finding the least amount of time necessary to fit all of the

meetings in. Nobody wants to be in meetings for longer than they have to! To do

this, we can associate to the set of meetings a graph where the meetings are the

vertices and two vertices are made to be adjacent precisely when the two meetings

must be attended by a common member, and hence the meetings cannot occur at

the same time. Coloring in the classical sense will provide the number of meeting

times which will be necessary to hold all the meetings in the shortest amount of

time, without the allowance for a break in the meeting. Fractionally coloring this

graph will allow for the shortest amount of time while possibly forcing breaks in

the meetings. We will see a more explicit example below. For now, let’s move on

to the precise definition.

There are, in fact, three ways in which we can define the fractional chromatic

number of a graph G. Recall that there are three ways in which we can define the

chromatic number in the classical sense. We will draw the analogy between these
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two invariants through their definitions. First, we define a k-coloring of G to be

an assignment of precisely one of k colors to each vertex of G such that adjacent

vertices are assigned different colors. Then, we can define χ(G) to be the smallest

number, k, such that there exists a k-coloring of G. That is,

χ(G) = min{k | G can be k-colored}.

This definition assumes that each vertex will be colored with precisely one color.

Relaxing this condition, we can define an (a, b)-coloring of G to be an assignment

of precisely b out of a colors to each vertex such that if two vertices are adjacent,

they are assigned disjoint sets of colors. Then, we define

χb(G) = min{a | G can be (a, b)-colored}.

Finally, we can define

χf (G) = inf

{
χb(G)

b

}
.

This is the original definition given by Hilton, Rado and Scott. Note that

χ1(G) = χ(G),

and so this is one way to see that χf (G) ≤ χ(G).

Example. Here is a (5, 2)-coloring of C5.

{1, 2}

{3, 4}

{1, 5}{2, 3}

{4, 5}

Figure 1.3: A (5, 2)-coloring of C5

Therefore, this shows that χf (C5) ≤ 5
2
. In fact, this is actually optimal.
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Next, we can define χ(G) as the solution to the following integer program.

Let V (G) = {v1, . . . , vn} be the vertices of G and let I = {I1, . . . , Ik} be the set

of all independent sets of G; that is, all the subsets of the vertices in which the

elements are pairwise nonadjacent. Define the vertex-independent set matrix A,

whose rows are indexed by V (G) and whose columns are indexed by I, as

Ai,j =

 1 vi ∈ Ij
0 otherwise

.

Then, χ(G) is the optimal solution to the integer program

min 1tx subject to Ax ≥ 1,x ∈ Zk,x ≥ 0.

Note that the constraint Ax ≥ 1 guarantees that every vertex gets a color (or

assigned to some independent set, since the color classes are independent sets).

The objective function min 1tx asks for the minimum possible number of colors

(or independent sets) needed to satisfy the constraints. Relaxing the constraint

that x ∈ Zk to x ∈ Rk, we get a linear program whose optimal solution is χf (G).

Now, the constraint Ax ≥ 1 guarantees that every vertex gets a full weight of col-

ors (or independent sets), but it need not be fully one color (or in an independent

set with weight at least 1). The objective function now asks for the minimum of

the sum of the weights of the independent sets over all situations satisfying the

constraint. Since any feasible solution to the integer program is also a feasible

solution to the linear program, we again see that χf (G) ≤ χ(G).

This definition follows from a general method used in fractional graph theory.

Namely, many integer invariants of graphs can be phrased in terms of the solu-

tion to an integer program. (Other examples include the clique number, covering

number and packing number.) Any time we can write an invariant in this way,

we can relax the integer constraint and obtain the fractional version of the in-

variant. (That is, we obtain the fractional clique number, the fractional covering
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number and the fractional packing number). We have done this process with the

chromatic number (to obtain the fractional chromatic number) here. Finally, note

that although given the input for a linear program, the optimal solution can be

computed in polynomial time, it is still the case that calculating χf (G) is NP-

complete in general. This is due to the fact that finding all the independent sets

of a graph is an NP-hard problem (see [15]).

Example. Consider again G = C5.

a

b

cd

e

Then,

V (C5) = {a, b, c, d, e}

and

I = {{a}, {b}, {c}, {d}, {e}, {a, c}, {a, d}, {b, d}, {b, e}, {c, e}}.

Further,

A =



1 0 0 0 0 1 1 0 0 0

0 1 0 0 0 0 0 1 1 0

0 0 1 0 0 1 0 0 0 1

0 0 0 1 0 0 1 1 0 0

0 0 0 0 1 0 0 0 1 1


.
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An optimal solution to this linear program is then given by

x =



0

0

0

0

0

1/2

1/2

1/2

1/2

1/2



.

So, each singleton independent set gets weight 0 and each two-element independent

set gets weight 1/2. In comparison to the previous example, there is a correlation

between these weights and the colors found in the (5, 2)-coloring of C5. Namely,

the independent sets correspond to particular colors as follows:

• {a, c} ↔ the color 1

• {a, d} ↔ the color 2

• {b, d} ↔ the color 3

• {b, e} ↔ the color 4

• {c, e} ↔ the color 5

Since we have obtained an optimal solution, we see that χf (C5) = 5
2
.

Finally, we have the notion of a homomorphism between two graphs.
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Definition. A homomorphism between two graphs G and H is a map f : G→ H

such that if uv ∈ E(G), then f(u)f(v) ∈ E(H). If there exists a homomorphism

from G to H, we write G→ H.

Then, we can define

χ(G) = min{k | G→ Kk},

where Kn is the complete graph on n vertices. Similarly, we can define

χf (G) = inf
{r
s
| G→ K(r, s)

}
,

where K(r, s) is a Kneser graph; that is, a graph whose vertices are the s-element

subsets of an r-element set and whose edges are between vertices whose corre-

sponding s-element subsets are disjoint. Note that K(n, 1) ∼= Kn and so again,

we can see that χf (G) ≤ χ(G).

Example. We can define a homomorphism C5 → K(5, 2) as follows.

a

b

cd

e

{1, 2}

{3, 4}

{1, 5}{2, 3}

{4, 5}
{3, 5}

{2, 5}

{2, 4}

{1, 4}

{1, 3}

Figure 1.4: A Homomorphism: C5 → K(5, 2)

Given the labels on the graphs above, define a homomorphism

ϕ : C5 → K(5, 2)
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by

ϕ(a) = {1, 2}, ϕ(b) = {3, 4}, ϕ(c) = {1, 5}, ϕ(d) = {2, 3}, ϕ(e) = {4, 5}.

In fact, this is an inclusion homomorphism where C5 can be seen as induced by the

outer vertices of K(5, 2). This shows that since C5 → K(5, 2), then χf (C5) ≤ 5
2
.

Again, the colors associated to each vertex are the same as in the previous two

studies of χf (C5).

Each of these definitions has their benefits. We will utilize this last definition

the most in what follows. This method is discussed in [27]. We will revisit the

concept of the Kneser graphs and complete graphs serving as target graphs for

coloring homomorphisms in Chapter 5.

To further see the connection between the fractional chromatic number and the

usual chromatic number, there are a series of wonderful results and conjectures.

This first one is a conjecture regarding the direct product of two graphs. See

Chapter 3 for the precise definition of the direct product.

Conjecture 1.3.1 (Hedetniemi, [20]). If G and H are graphs, then

χ(G×H) = min{χ(G), χ(H)}.

Note that it is easy to see that

χ(G×H) ≤ min{χ(G), χ(H)}.

It is the reverse inequality that is difficult. In 2011, Zhu ([38]) proved that the

fractional version of Hedetniemi’s conjecture is true. That is, he showed the

following.

Theorem 1.3.2. If G and H are graphs, then

χf (G×H) = min{χf (G), χf (H)}.
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The next two results involve the lexicographic product. See Chapter 3 for its

precise definition.

Proposition 1.3.3 ([17]). If G and H are graphs,

χ(G[H]) ≤ χ(G)χ(H).

Observe that this inequality can be strict. For example, consider C5[K2]. Then,

χ(C5) = 3 and χ(K2) = 2, however there exists a 5-coloring of C5[K2]. This

phenomenon does not occur in the fractional case.

Proposition 1.3.4 (Gao and Zhu, [14]). If G and H are graphs,

χf (G[H]) = χf (G)χf (H).

Getting the equality in the fractional cases of the results regarding the direct

and lexicographic products comes from the Strong Duality Theorem of linear pro-

gramming which says, in this particular setting, that since the fractional chromatic

number and the fractional clique number are dual problems,

χf (G) = ωf (G).

Thus, the fact that we are allowing this relaxation into fractional graph theory is

precisely what allows us to complete the opposite inequalities in these proofs.

The next result is a well-known inequality which holds for all graphs.

Proposition 1.3.5. For any graph G,

χ(G) ≥ |V (G)|
α(G)

.

Here, α(G) is the independence number of G which is the size of the largest

independent set - a set of vertices which are all pairwise nonadjacent. In fractional

coloring, we have the same result, with an extra piece of information. It is this

idea that we will use repeatedly throughout the rest of what follows.
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Theorem 1.3.6. For any graph G,

χf (G) ≥ |V (G)|
α(G)

,

and there is equality when G is vertex transitive.

See Chapter 2 for a precise definition of vertex transitivity.

Example. Fractional chromatic numbers for a few vertex transitive graphs, along

with their chromatic numbers for comparison.

1. χf (Kn) = n = χ(Kn)

2. χf (Cn) =

 2 n even

2 + 1
k

n odd
, n ≥ 3.

This is equal to the chromatic number of Cn, if n is even. The chromatic

number of odd cycles is 3, and so these are not the same in this case.

3. χf (P ) = 5/2, where P is the Petersen graph. The chromatic number of the

Petersen graph is 3.

In this previous example, the Petersen graph can be recognized as part of the

class of Kneser graphs. In particular, P = K(5, 2). In 1978, Kneser’s conjecture

was proved. Namely, the following was shown.

Theorem 1.3.7 (Lovasz [24]). If r ≥ 2s, then

χ(K(r, s)) = r − 2s+ 2.

In the fractional case,

Proposition 1.3.8. If r ≥ 2s, then

χf (K(r, s)) =
r

s
.
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Proof. This result follows from Theorem 1.3.6 since Kneser graphs are vertex

transitive. A simple counting argument shows that K(r, s) has
(
r
s

)
vertices and

the Erdős-Ko-Rado Theorem ([12]) implies that

α(K(r, s)) =

(
r − 1

s− 1

)
.

Combining these facts, we obtain the desired result.

Thus, we know that we can obtain any rational number at least 2 as the

fractional chromatic number of some graph. Note that we also saw above that

χf (K1) = 1, so we can obtain any rational number equal to 1 or greater than or

equal to 2. In fact, this is all you can obtain. This compares with the chromatic

number in the sense that we can obtain any natural number greater than or equal

to 1 as the chromatic number of a graph; namely, χ(Kn) = n, for n ≥ 1.

Finally, observe that χf (G) can be very close to χ(G); in fact, they can be equal

as we have seen. On the other hand, they can also be arbitrarily far apart! Fol-

lowing an example in [27], consider K(3n, n) for n ≥ 2. Then, by Theorem 1.3.7,

χ(K(3n, n)) = 3n− 2n+ 2 = n+ 2,

and by Proposition 1.3.8,

χf (K(3n, n)) =
3n

n
= 3.

So, as n increases, the gap between χf (K(3n, n)) and χ(K(3n, n)) becomes arbi-

trarily large. Thus, the fractional chromatic number has very interesting proper-

ties.

1.4 Graph Perfection

We call a graph G perfect if for every induced subgraph H of G, χ(H) = ω(H),

where ω(H) is the clique number of H, the size of the largest clique. For example,
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even cycles of length at least 4 and the cycle of length 3 are perfect while odd

cycles of length at least 5 are not perfect.

In 1961, Berge ([3]) studied a class of graphs which are now called Berge

graphs. In order to define the class of Berge graphs, we need to first define what

a hole and antihole are in a graph. A hole is defined to be an induced subgraph

which is isomorphic to a cycle of length at least 4. An antihole is an induced

subgraph whose complement is a hole in the complement of the whole graph. A

graph is called Berge if it contains no holes or antiholes of odd length. Berge made

two conjectures regarding perfect graphs in this paper, both of which have since

been resolved. The first, now called the Perfect Graph Theorem, was resolved by

Lovász in 1972. It is stated as follows:

Theorem 1.4.1 (Perfect Graph Theorem, [23]). If G is perfect, then G, the

complement of G, is also perfect.

The second, now called the Strong Perfect Graph Theorem, was resolved by

Chudnovskey, Robertson, Seymour and Thomas in 2002, and was published by

the group in 2006. It is stated as follows:

Theorem 1.4.2 (Strong Perfect Graph Theorem, [8]). A graph G is perfect if

and only if it is Berge.

This theorem not only resolves a long standing conjecture, but it provides a way to

test whether or not a graph is perfect. In fact, Chudnovsky et. al. ([7]) provide a

polynoomial time algorithm for recognizing Berge graphs. We will use the Strong

Perfect Graph Theorem to classify when Inc(G) is perfect in Chapter 4.
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1.5 Connections

In 2012, Yang ([37]) defined the fractional incidence chromatic number to

be the fractional chromatic number of the incidence graph, χf (Inc(G)). In this

paper, he noted that Guiduli’s results regarding the incidence chromatic number

can be generalized to results regarding the fractional incidence chromatic number

and observed that

χf (Inc(G)) ≤ ∆ + 20 log ∆ + 84,

where ∆ is the maximum degree of the graph. He further showed that Paley

graphs also satisfy the property that

χf (Inc(G)) ≥ ∆ + Ω(log ∆).

He goes on the study the fractional incidence chromatic number of C5 and the

circulant graphs. In particular, he computes that χf (Inc(C5)) = 10
3

and he shows

that for the circulant graph Gk
d, if d ≤ k/4, then

2dk⌊
2dk

2d+1

⌋ ≤ χf (Inc(G
k
d)) ≤

2dk

2d
⌊

k
2d+1

⌋ .
In Chapter 2, we introduce a technique involving vertex transitivity and the

domination number to calculate χf (Inc(G)) for a handful of common graph fami-

lies. We also introduce the main technique used to extend the bounds on incidence

chromatic numbers when combining two graphs in some way to bounds on the

fractional incidence chromatic number. We will state and prove some of the more

basic results, postponing some others for Chapter 3.

In Chapter 3, we study the fractional incidence chromatic number of graphs

combined via the direct and lexicographic products. We also extend a bound

which uses the star arboricity and edge chromatic number. All the bounds ob-

tained are tight. We use the result of the lexicographic product along with a
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bound involving the square of a graph to compute new information about the

fractional incidence chromatic number of a new infinite family of graphs.

In Chapter 4, we state and prove a characterization result for the perfectness

of incidence graphs by appealing to Theorem 1.4.2. We further go on to compute

the (fractional) incidence chromatic number of these graphs.

Finally, in Chapter 5, we consider the class of graphs Cn[K`], and more specif-

ically C2k+1[K`]. We prove a characterization of when there is a homomorphism

between two graphs in this second class. We give some bounds on the fractional

incidence chromatic number of the graphs in these classes and pose some questions

and possible ways to obtain a precise calculation. We also explore the difficulties

and questions regarding this work and the possibility of using this class of graphs

as the target class of graphs under homomorphisms for a new coloring general-

ization of the chromatic number. Finally, we discuss some properties held by G

and Inc(G) when Inc(G) is perfect. We lastly pose some future work on trying

to identify these classes of perfect graphs as classes which have previously been

identified or showing that we have identified new classes of perfect graphs.



Chapter 2
Transitivity and Graph Homomorphisms

2.1 Arc Transitivity

The first goal of this chapter is to give one way of computing the fractional inci-

dence chromatic number of some graphs. This will give us some examples to work

with moving forward. To do this, we will determine a sufficient condition on G for

when Inc(G) is vertex transitive, so that we can use a variant of Theorem 1.3.6

to directly compute the fractional incidence chromatic number of G. Let’s start

with a definition.

Definition. An automorphism of a graph G is a bijective map g : G → G such

that uv ∈ E(G) if and only if g(u)g(v) ∈ E(G).

Example. Here is an automorphism of the Petersen graph, K(5, 2). This auto-

morphism can be defined by permuting the elements of the set {1, . . . , 5} where

1↔ 2 and the rest of the elements are fixed.

21



Chapter 2 - Transitivity and Graph Homomorphisms 22

{1, 2}

{3, 4}

{2, 5}{1, 3}

{4, 5}
{3, 5}

{1, 5}

{1, 4}
{2, 4}

{2, 3}

{1, 2}

{3, 4}

{1, 5}{2, 3}

{4, 5}
{3, 5}

{2, 5}

{2, 4}
{1, 4}

{1, 3}
−→

Figure 2.1: An Automorphism K(5, 2)→ K(5, 2)

Lemma 2.1.1. Every automorphism of G induces an automorphism of Inc(G).

Proof. Let σ ∈ Aut(G). Define σ̃ : Inc(G)→ Inc(G) by

σ̃(u, uv) = (σ(u), σ(u)σ(v)).

Note that since σ is an automorphism, uv ∈ E(G) implies that σ(u)σ(v) ∈ E(G).

So, (σ(u), σ(u)σ(v)) ∈ V (Inc(G)).

Now, let’s show that σ̃ is an automorphism. First, let’s show that it is a

bijection. Suppose σ̃(u, uv) = σ̃(w,wx). Then, by definition of σ̃,

(σ(u), σ(u)σ(v)) = (σ(w), σ(w)σ(x)).

Then, σ(u) = σ(w) and since σ is a bijection (and hence injective), u = w.

Further, this also implies that σ(v) = σ(x) and so v = x. Thus, (u, uv) = (w,wx).

So, σ̃ is injective.

Now, let (y, yz) ∈ V (Inc(G)). Then, since y, z ∈ V (G), it follows from the

bijectivity of σ that there exist unique u, v ∈ V (G) such that σ(u) = y and

σ(v) = z. Note that yz ∈ E(G) implies that σ(u)σ(v) ∈ E(G). Thus, since σ is

an automorphism, uv ∈ E(G). So, (u, uv) ∈ V (Inc(G)). Then,

σ̃(u, uv) = (σ(u), σ(u)σ(v)) = (y, yz).
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Thus, σ̃ is surjective and hence is bijective.

Now, we show that σ̃ preserves edges and nonedges. Suppose

(u, uv)(w,wx) ∈ E(Inc(G)).

Then, we have three cases:

1. If u = w, then σ(u) = σ(w). Therefore,

σ̃(u, uv)σ̃(w,wx) = (σ(u), σ(u)σ(v))(σ(w), σ(w)σ(x)) ∈ E(Inc(G)).

2. If uv = wx, then either u = w or u = x. If u = w, then the incidences are

not distinct and hence cannot be adjacent. So, we may assume that u = x.

Then, we also know that v = w. So,

σ(u) = σ(x), σ(v) = σ(w) and σ(u) 6= σ(w).

Therefore,

σ(u)σ(v) = σ(x)σ(w) = σ(w)σ(x),

where the last equality holds because we are only concerned about the end-

points of the edge, not an orientation of the edge. So,

σ̃(u, uv)σ̃(w,wx) = (σ(u), σ(u)σ(v))(σ(w), σ(w)σ(x)) ∈ E(Inc(G)).

3. If uw = uv (without loss of generality), then v = w and so σ(v) = σ(w).

Thus, σ(u)σ(w) = σ(u)σ(v). Therefore,

σ̃(u, uv)σ̃(w,wx) = (σ(u), σ(u)σ(v))(σ(w), σ(w)σ(x)) ∈ E(Inc(G)).

Therefore, σ̃ preserves edges.

To see that it also preserves nonedges, suppose (u, uv) is not adjacent to
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(w,wx) in Inc(G). Then, u 6= w by the first property of adjacency in incidence

graphs. Further, the third property of adjacency in incidence graphs tells us that

uw 6= uv and uw 6= wx. So, since each of these pairs of edges have a common

endpoint, we conclude that w 6= v and u 6= x. Now, consider

σ̃(u, uv) = (σ(u), σ(u)σ(v))

and

σ̃(w,wx) = (σ(w), σ(w)σ(x)).

Then, using the bijectivity of σ,

• u 6= w implies that σ(u) 6= σ(w), so the first condition for adjacency in

Inc(G) fails.

• u 6= w and u 6= x implies that σ(u) 6= σ(w) and σ(u) 6= σ(x). Thus,

σ(u)σ(v) 6= σ(w)σ(x). Hence, the second condition for adjacency in Inc(G)

fails.

• w 6= v and u 6= x implies that σ(w) 6= σ(v) and σ(u) 6= σ(x). This in turn

implies that σ(u)σ(w) 6= σ(u)σ(v) and σ(u)σ(w) 6= σ(x)σ(w). Thus, the

third condition of adjacency in Inc(G) fails.

Hence, σ̃(u, uv) is not adjacent to σ̃(w,wx). Therefore, σ̃ is an automorphism of

Inc(G).

Here is a toy example to get a feel of what we are looking for, and also to see

why Lemma 2.1.1 is useful. Note that the graph Kn1,n2,...,nk
is called a complete

multipartite graph. It consists of a vertex set which can be partitioned into k

partite sets of sizes n1, n2, . . . , nk such that there are no edges between vertices in

the same partite set and every edge between two vertices in different partite sets
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appears. The graph discussed in the lemma below is the complete multipartite

graph with k ≥ 2 and where all the partite sets have the same size.

Lemma 2.1.2. In Inc(Kn,n,...,n), where there are at least 2 partite sets in Kn,n,...n,

there is an automorphism sending (u, uv) 7→ (v, uv) for every pair of adjacent

vertices u, v ∈ V (Kn,n,...,n).

Proof. Consider Kn,n,...,n and assume there are at least 2 partite sets. Let u and

v be vertices of Kn,n,...,n such that uv ∈ E(Kn,n,...,n). Then, u ∈ U , v ∈ V where

U, V are different partite sets of Kn,n,...,n. Then, since |U | = |V | = n, we can find

a bijection ϕ : U → V which maps u 7→ v. This induces an automorphism of

Kn,n,...,n where

σ(w) =


ϕ(w) w ∈ U

ϕ−1(w) w ∈ V

w else

Since ϕ is a bijection, so is σ. Now, suppose xy ∈ E(Kn,n,...,n). Then, there exist

distinct partite sets X and Y of the vertex set of Kn,n,...,n such that x ∈ X and

y ∈ Y . If X and Y are both distinct from U and V , then

σ(x)σ(y) = xy ∈ E(Kn,n,...,n).

Without loss of generality, if X = U and Y is distinct from U and V , then

σ(x)σ(y) = ϕ(x)y ∈ E(Kn,n,...,n)

since ϕ(x) ∈ V and y ∈ Y 6= V . If, without loss of generality, X = V and Y is

distinct from U and V , then

σ(x)σ(y) = ϕ−1(x)y ∈ E(Kn,n,...,n)

since ϕ−1(x) ∈ U and y ∈ Y 6= U . Finally, if X = U and Y = V , then

σ(x)σ(y) = ϕ(x)ϕ−1(y) ∈ E(Kn,n,...,n)
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since ϕ(x) ∈ V and ϕ−1(y) ∈ U . So, σ preserves edges. Now, suppose xy is

not an edge of Kn,n,...,n. Then, x, y are in the same partite set. If x, y ∈ U ,

then σ(x) = ϕ(x) and σ(y) = ϕ(y) are both elements of V . If x, y ∈ V , then

σ(x) = ϕ−1(x) and σ(y) = ϕ−1(y) are both elements of U . Finally, if x, y ∈ X

where X 6= U and X 6= V , then σ(x) = x and σ(y) = y are both elements of

X. Therefore, in all cases, σ(x)σ(y) /∈ E(Kn,n,...,n) as x and y land in the same

partite set under the map σ. Therefore, σ is an automorphism. By Lemma 2.1.1,

σ induces an automorphism σ̃ of Inc(Kn,n,...,n). In particular, recall that u ∈ U ,

v ∈ V and ϕ(u) = v, ϕ−1(v) = u. Then,

σ̃(u, uv) = (σ(u), σ(u)σ(v)) = (ϕ(u), ϕ(u)ϕ−1(v)) = (v, vu) = (v, uv),

as desired.

Recall that our current goal is to determine when Inc(G) is vertex transitive.

Let’s now define this precisely.

Definition. A graph G is called vertex transitive if for every pair of vertices

u, v ∈ V (G), there is an automorphism of G, say ϕ, such that ϕ(u) = v.

Examples. The complete graphs Kn are vertex transitive by permuting the ver-

tices. The Kneser graphs K(r, s) are also vertex transitive by permuting the

elements of {1, . . . , r}. The cycles Cn are vertex transitive by rotation of the ver-

tices. (Note that this completes the calculations given in Chapter 1, where we

used the fact that Kn, Cn and K(r, s) are vertex transitive without proof.) Paths

with more than two vertices are not vertex transitive since there is no way to

define an automorphism which takes an end vertex to an interior vertex.

Similarly, we can define edge transitivity.
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Definition. A graph G is called edge transitive if for every pair of edges uv, xy

in E(G), there is an automorphism of G which sends the endpoints of uv to the

endpoints of xy.

Examples. Again, the complete graphs, Kneser graphs and cycles are all edge

transitive. Further, Kn,n,...,n and the hypercubes Qr are also edge transitive. Note

that the hypercubes Qr is defined to be the graph with vertex set being {0, 1}r;

that is, the r-tuples whose coordinates come from the set {0, 1}. Two vertices are

said to be adjacent precisely when their corresponding r-tuples differ in exactly

one coordinate.

Example. There are graphs which are vertex transitive, but not edge transitive.

One particular example is given below.

Figure 2.2: A Vertex Transitive, Non-Edge Transitive Graph

Further, there are graphs which are edge transitive, but not vertex transitive.

Stars, K1,n, are one particular example. Here is K1,5.
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Figure 2.3: An Edge Transitive, Non-Vertex Transitive Graph

Proposition 2.1.3. Let G be an edge transitive graph. If Inc(G) has the property

that there is an automorphism γuv of Inc(G) sending (u, uv) 7→ (v, uv) for any

uv ∈ E(G), then Inc(G) is vertex transitive.

Proof. Let (u, uv), (w,wx) ∈ V (Inc(G)). Since G is edge transitive, there ex-

ists an automorphism of G, say σ, which maps uv 7→ wx. Then, σ induces an

automorphism on Inc(G) by Lemma 2.1.1. Namely,

σ̃(u, uv) = (σ(u), σ(u)σ(v)) =

 (w,wx) if σ(u) = w

(x, xw) = (x,wx) if σ(u) = x
.

If σ(u) = w, we are done. If σ(u) = x, then

γwxσ̃(u, uv) = γwx(x,wx) = (w,wx)

and γwxσ̃ is an automorphism of Inc(G) as it is a composition of automorphisms

of Inc(G). Therefore, Inc(G) is vertex transitive.

Corollary 2.1.4. Inc(Kn,n,...,n) is vertex transitive.

Proof. This follows directly from Lemma 2.1.2 and Proposition 2.1.3, sinceKn,n,...,n

is edge transitive.

Proposition 2.1.5. Inc(K(r, s)) is vertex transitive.
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Proof. Since K(r, s) is edge transitive, it suffices to show that there exists an

automorphism γuv of Inc(K(r, s)) sending (u, uv) 7→ (v, uv) for any uv ∈ E(G)

by appealing to Proposition 2.1.3. Recall that each vertex of K(r, s) is an s-

element subset of [r] = {1, 2, . . . , r}, and two vertices are adjacent precisely when

their corresponding s-element subsets are disjoint. Therefore, we may define a

permutation on [r] which sends u 7→ v, which is idempotent, as follows. Let

u = {u1, . . . , us} and v = {v1, . . . , vs} be vertices of K(r, s). Then, define an

element of S[r] by ρ =
∏s

i=1(uivi). Since uv ∈ E(G),

{u1, u2, . . . , us} ∩ {v1, v2, . . . , vs} = ∅.

So ρ is a product of disjoint cycles. Note that ρ(u) = v and ρ(v) = u. Further,

since we know that Aut(K(r, s)) = S[r], ρ is an automorphism of K(r, s). Hence,

by Lemma 2.1.1, ρ induces an automorphism ρ̃ of Inc(K(r, s)). Then,

ρ̃(u, uv) = (ρ(u), ρ(u)ρ(v)) = (v, vu) = (v, uv).

Therefore, K(r, s) satisfies the conditions for Proposition 2.1.3 and hence Inc(K(r, s))

is vertex transitive.

Corollary 2.1.6. Inc(Kn) is vertex transitive.

Proof. Since Kn
∼= K(n, 1), Proposition 2.1.5 implies that Inc(Kn) is vertex tran-

sitive.

Proposition 2.1.7. Inc(Qr) is vertex transitive.

Proof. Since Qr is edge transitive, it suffices to show that Qr satisfies the flipping

condition of Proposition 2.1.3. Recall that the vertices of Qr are r-tuples with

coordinates from {0, 1}. Further, if uv ∈ E(Qr), then u, v differ in exactly one

component, say 1 ≤ i ≤ r. Then, we can define ϕi ∈ Aut(Qr) by

ϕi(x) = ϕi(x1, . . . , xi, . . . , xr) = (x1, . . . , 1− xi, . . . , xr).
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So,

ϕi(u) = (u1, . . . , 1− ui, . . . , ur) = (v1, . . . , vi, . . . , vr) = v.

Similarly, ϕi(v) = u. Thus, ϕi induces an automorphism on Inc(Qr) by Lemma 2.1.1,

denoted ϕ̃i. Then,

ϕ̃i(u, uv) = (ϕi(u), ϕi(u)ϕi(v)) = (v, vu) = (v, uv).

Therefore, Inc(Qr) is vertex transitive, since it satisfies the conditions of Propo-

sition 2.1.3.

The desired variant of Theorem 1.3.6 that we will want is the following. It in-

volves the domination number of G, denoted γ(G), which is the minimum number

of vertices in a dominating set; that is, a set such that any vertex of G is either

in the set or adjacent to a vertex in the set.

Theorem 2.1.8. For any graph G,

χf (Inc(G)) ≥ 2|E(G)|
|V (G)| − γ(G)

,

with equality when Inc(G) is vertex transitive.

Proof. By Theorem 1.3.6, the result will follow if we can argue that

α(Inc(G)) = |V (G)| − γ(G).

By Lemma 1.2.1, it follows that independent sets of Inc(G) correspond bijectively

to star forests of G, where the edges are oriented toward the centers of the stars.

In particular, the size of the independent set of Inc(G) corresponds to the number

of edges in the corresponding star forest of G. So, a maximum independent set

of Inc(G) corresponds to a maximum star forest, with respect to the number

of edges covered. Ferneyhough, Haas, Hanson and MacGillivray ([13]) showed
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that the number of edges in a maximum star forest is |V (G)| − γ(G). Therefore,

α(Inc(G)) = |V (G)| − γ(G). So,

χf (Inc(G)) ≥ 2|E(G)|
|V (G)| − γ(G)

with equality when Inc(G) is vertex transitive.

This theorem is a generalization of the analogous result for the incidence chromatic

number of a graph, given by Sun and Shiu ([31]).

Note that we can obtain equality without Inc(G) being vertex transitive. For

example, consider G = P4. Then,

χf (Inc(P4)) = 3,

which we will show in Chapter 4, and the bound gives that

χf (Inc(P4)) ≥ 2(3)

4− 2
= 3.

Observe that Inc(P4) = P 2
6 , which is not vertex transitive as it is not regular.

Using this inequality, and the previous results, we can calculate the fractional

incidence chromatic numbers of the following infinite families.

Example. Suppose Kn,n,...,n has k ≥ 2 partite sets. If n > 1, then we can choose

two vertices, each in a distinct partite set and so γ(Kn,n,...,n) = 2. Hence, we

compute that

χf (Inc(Kn,n,...,n)) =
2|E(Kn,n,...,n)|
|V (Kn,n,...,n)| − 2

=
k(k − 1)n2

kn− 2
.

In particular, for the complete bipartite graphs,

χf (Inc(Kn,n)) =
2n2

2n− 2
=

n2

n− 1
.

If n = 1, then γ(Kn,n,...,n) = 1 and

χf (Inc(Kn,n,...,n)) =
k(k − 1)

k − 1
= k.
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So, in particular,

χf (Inc(Kn,n)) = 2.

Note that if n = 1, then Kn,n,...,n = Kk, so this calculation should line up with the

next example.

Example. Let n ≥ 2. Since γ(Kn) = 1,

χf (Inc(Kn)) =
2
(
n
2

)
n− 1

=
2(n(n−1)

2
)

n− 1
= n.

This lines up with the previous example since we always assumed that k ≥ 2

there. Note that if n = 1, then Inc(K1) is empty and so χf (Inc(K1)) = 0.

Example. Consider K(r, s). Observe that

|V (K(r, s))| =
(
r

s

)
.

Further,

|E(K(r, s))| = 1

2

(
r

s

)(
r − s
s

)
.

A universal calculation of γ(K(r, s)) is unknown. The most recent work on this

is the work of Österg̊ard, Shao and Xu from 2015 ([26]). From this work, we thus

have the following results.

• Since γ(K(2s, s)) = 1
2

(
2s
s

)
. Therefore,

χf (Inc(K(2s, s))) =

(
2s
s

)(
2s−s
s

)(
2s
s

)
− 1

2

(
2s
s

) =

(
2s
s

)(
s
s

)
1
2

(
2s
s

) = 2.

This makes sense since K(2s, s) is a collection of disjoint edges.

• If r ≥ s2 + s, then γ(K(r, s)) = s+ 1. Then,

χf (Inc(K(r, s))) =

(
r
s

)(
r−s
s

)(
r
s

)
− (s+ 1)

.
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• If s ≥ 3 and 3
4
s2 + s ≤ r < s2 + s, then

γ(r, s) = s+ 1 +

⌈
s2 + s− r
bs/2c

⌉
.

Then,

χf (Inc(K(r, s))) =

(
r
s

)(
r−s
s

)(
r
s

)
− γ(K(r, s))

.

• Lastly, we can compute the fractional incidence chromatic number of the

Petersen graph, K(5, 2), as follows. If r ≥ 2s+ 1, then

γ(K(r + 1, s)) ≤ γ(K(r, s)).

So, since 5 ≥ 2(2) + 1, it follows that

γ(K(5, 2)) ≥ γ(K(6, 2)).

Since 6 ≥ 22 + 2, it follows that γ(K(6, 2)) = 2 + 1 = 3. However, it is

not hard to exhibit a dominating set for K(5, 2) with size 3 (consider taking

the vertices {1, 2}, {1, 5}, {2, 5} - these form a dominating set of size 3, for

example). Therefore, γ(K(5, 2)) = 3. Thus,

χf (Inc(K(5, 2))) =

(
5
2

)(
5−2

2

)(
5
2

)
− 3

=
30

10− 3
=

30

7
.

Example. Consider Qn. Observe that

|V (Qn)| = 2n

and

|E(Qn)| = 2n−1n.

As with K(r, s), a universal calculation of γ(Qn) is unknown. Here is a summary of

the known results, and what they imply about the fractional incidence chromatic

number of the hypercube.
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• If n = 2k−1 for some integer k, then γ(Qn) = 2n

n
+ 1 ([18]). So, in this case,

χf (Inc(Qn)) =
2nn

2n −
(

2n

n
+ 1
) =

2nn2

2nn− 2n − n
=

2nn2

(n− 1)2n − n
.

• In [4], [32], and [33], it is shown that if n = 2k − 1 or if n = 2k, then

γ(Qn) = 2n−k.

Thus,

χf (Inc(Qn)) =
2nn

2n − 2n−k
.

Unfortunately, other than a few small explicit examples, not much else is known

about the domination number of hypercubes.

All of these graphs have the following fundamental property.

Definition. A graph G is arc-transitive if for any pair of arcs, i.e. directed edges,

uv and wx in G, there is an automorphism σ of G such that σ(u) = w and

σ(v) = x. This is also sometimes called 1-arc-transitive and flag transitive.

Theorem 2.1.9. If G is arc-transitive, then Inc(G) is vertex transitive.

Proof. Let G be arc-transitive and let (u, uv), (w,wx) ∈ V (Inc(G)). Then, con-

sider uv and wx as arcs in G. By definition of arc-transitivity, there exists an

automorphism of G, σ, such that σ(u) = w and σ(v) = x. By Lemma 2.1.1, σ

induces an automorphism σ̃ on Inc(G), defined by

σ̃(y, yz) = (σ(y), σ(y)σ(z)).

Then,

σ̃(u, uv) = (σ(u), σ(u)σ(v)) = (w,wx).

Therefore, Inc(G) is vertex transitive.
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Remark. Note that the complete multipartite graphs, Kneser graphs, complete

graphs and hypercubes are all arc-transitive. Further, it is not hard to see that

all arc-transitive graphs are edge transitive.

Corollary 2.1.10. If G is arc-transitive, then

χf (Inc(G)) =
2|E(G)|

|V (G)| − γ(G)
.

Example. Observe that cycles are also arc-transitive. Then, since γ(Cn) =
⌈
n
3

⌉
for n ≥ 3, it follows that

χf (Inc(Cn)) =
2n

n− dn/3e
.

2.2 Extending Bounds

The second goal of this chapter is to describe the main technique we use for

proving bounds on the fractional incidence chromatic number. Generally speaking

we will extend the technique of using graph homomorphisms into complete graphs,

which provides bounds for the chromatic number of a graph, to using graph homo-

morphisms into Kneser graphs, which proves bounds for the fractional chromatic

number of a graph.

In proofs regarding the chromatic number and combining two graphs, the ho-

momorphisms used are into complete graphs, which, in terms of colors, means

that every vertex is assigned precisely one color. Gluing two colorings is not too

difficult in this case, as one does not need to worry about the number of colors

being assigned to each vertex. In fractional coloring, given two graphs, their op-

timal colorings may correspond to vertices of each individual graph receiving a

different sized subset of colors; that is, they have optimal homomorphisms into

Kneser graphs whose vertices correspond to different sized sets. To remedy this,

we would like to use the following result of Stahl ([29]).
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Proposition 2.2.1. Let r, s be relatively prime numbers such that 1 ≤ 2s < r.

Then K(mr,ms) → K(nr, ns) for integers m,n if and only if n is a multiple of

m.

Note that if 2s = r, then 2`s = `r and so K(`r, `s) is a disjoint collection of

edges for any ` ∈ N. Given any two graphs of this type, we can find a homomor-

phism between them. The issue here is that we cannot guarantee that r and s are

relatively prime. However, we can remove this condition.

Corollary 2.2.2. For any r, s such that 1 ≤ 2s < r, K(mr,ms)→ K(nr, ns) for

integers m,n if and only if n is a multiple of m.

Proof. Given r, s such that 1 ≤ 2s < r, we can write

r = dr′ and s = ds′

where d = gcd(r, s). Then, r′, s′ are relatively prime. Further,

1 ≤ 2s < r

implies that

1 ≤ 2ds′ < dr′.

Since r′ and s′ are positive integers and r, s ≥ 1 are integers, it follows that

1 ≤ 2s′ < r′.

Now, by Proposition 2.2.1, we see that

K(mr,ms) = K(mdr′,mds′)→ K(ndr′, nds′) = K(nr, ns)

for integers m,n if and only if nd is a multiple of md. However, this occurs

precisely when n is a multiple of m.
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In fact, we will not need the full strength of this. We will only need the

following special case, which we extend to include the 2s = r case by the comments

above.

Corollary 2.2.3. Let r, s be integers such that 1 ≤ 2s ≤ r. Then,

K(r, s)→ K(nr, ns)

for any positive integer n.

Proof. The result follows from Corollary 2.2.2 since any integer n is a multiple of

1.

2.2.1 The Union

Definition. Given two graphs G and H, their union, denoted G ∪H, is defined

to be the graph such that

V (G ∪H) = V (G) ∪ V (H)

and

E(G ∪H) = E(G) ∪ E(H).

Here, we allow for overlapping of the vertex and edge sets of G and H.

Proposition 2.2.4 ([31]). Let G1 and G2 be graphs. Then,

χ(Inc(G1 ∪G2) ≤ χ(Inc(G1)) + χ(Inc(G2)).

Theorem 2.2.5. Let G1 and G2 be graphs. Then,

χf (Inc(G1 ∪G2)) ≤ χf (Inc(G1)) + χf (Inc(G2)).
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Proof. Let G1 and G2 be graphs. If E(G1) ∩ E(G2) 6= ∅, then remove the shared

edges from G1. That is, replace E(G1) with E(G1) \ (E(G1)∩E(G2)). Note that

this has no effect on Inc(G1 ∪ G2) as we have not changed G1 ∪ G2. Thus, we

may assume that G1 and G2 are disjoint on their edge-sets. Then, for i = 1, 2, let

σi : Inc(Gi)→ K(ri, si),

where χf (Inc(Gi)) = ri
si

. If one of the Gi, say G1, is totally disconnected, then

G1∪G2
∼= G2 along with some nonnegative number of isolated vertices. Therefore,

Inc(G1∪G2) ∼= Inc(G2), since isolated vertices do not contribute any information

to the associated incidence graph. So,

χf (Inc(G1 ∪G2)) = χf (Inc(G2)) = χf (Inc(G1)) + χf (Inc(G2))

since χf (Inc(G1)) = 0, as Inc(G1) is the empty graph, i.e., it has no vertices.

Now, suppose that both G1 and G2 have at least one edge. This implies that

K(ri, si) must have an edge for i = 1, 2. In particular, this implies that ri ≥ 2si

for i = 1, 2. Therefore, by Corollary 2.2.3, we can extend these homomorphisms

to

σ̃1 : Inc(G1)→ K(s2r1, s1s2)

and

σ̃2 : Inc(G2)→ K(s1r2, s1s2),

where the s2r1 labels on the vertices of K(s2r1, s1s2) are disjoint from the s1r2 la-

bels used on K(s1r2, s1s2). Although these may not be the same Kneser graph, the

important thing to note is that they both have vertices whose associated subsets

have the same size, namely s1s2. Now, define a fractional coloring homomorphism

σ : Inc(G1 ∪G2)→ K(s2r1 + s1r2, s1s2) as follows:

σ(u, uv) =

 σ̃1(u, uv) uv ∈ E(G1)

σ̃2(u, uv) uv ∈ E(G2)
.
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Now, we must check that this is, in fact, a homomorphism. Note that this is a

well-defined function because we have eliminated any overlap in the edge sets of

G1 and G2. Now, let (u, uv) and (x, xy) be adjacent in Inc(G1∪G2). If uv and xy

are both edges in some Gi, then the incidences are adjacent in Inc(Gi). Therefore,

recalling that the vertices of Kneser graphs are sets,

σ(u, uv) ∩ σ(x, xy) = σ̃i(u, uv) ∩ σ̃i(x, xy) = ∅,

since σ̃i being a homomorphism implies that σ̃i(u, uv) and σ̃i(x, xy) are adjacent

in the target graph of σ̃i and hence are disjoint by the definition of Kneser graphs.

Therefore,

σ(u, uv)σ(x, xy) ∈ E(K(s2r1 + s1r2, s1s2)).

If, without loss of generality, uv ∈ E(G1) and xy ∈ E(G2), then

σ(u, uv) ∩ σ(x, xy) = σ̃1(u, uv) ∩ σ̃2(x, xy) = ∅,

since σ̃1 uses different labels than σ̃2. Thus,

σ(u, uv)σ(x, xy) ∈ E(K(s2r1 + s1r2, s1s2)).

Therefore, σ is a homomorphism. So,

χf (Inc(G1 ∪G2)) ≤ s2r1 + s1r2

s1s2

=
s2r1

s1s2

+
s1r2

s1s2

=
r1

s1

+
r2

s2

= χf (Inc(G1)) + χf (Inc(G2)),

as desired.

Example. The bound in Theorem 2.2.5 is tight. Consider C4 decomposed into

two edge disjoint copies of 2K2. That is,

C4
∼= 2K2 ∪ 2K2.

We can see this pictorially as follows.
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= ∪

Figure 2.4: C4 Decomposed as a Union

Then, we know that χf (Inc(C4)) = 4 and χf (Inc(2K2)) = 2. So,

χf (Inc(C4)) = χf (Inc(2K2)) + χf (Inc(2K2)).

Note that the bound does not provide equality since we can alternatively partition

C4 into two disjoint length two paths. So,

χf (Inc(C4)) ≤ χf (Inc(P3)) + χf (Inc(P3)).

However, we have already seen that χf (Inc(C4)) = 4, but χf (Inc(P3)) = 3, which

we will see in Chapter 4.

2.2.2 The Cartesian Product

Definition. The Cartesian product of G and H, denoted G�H, is defined to be

the graph with

V (G�H) = V (G)× V (H)

and

E(G�H) = {(g, h)(g′, h′) | (g = g′ and hh′ ∈ E(H)) or (gg′ ∈ E(G) and h = h′)}.

Example. The graphs of K2�K2 and P3�P3 are drawn below, respectively.
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Figure 2.5: K2�K2 and P3�P3

Proposition 2.2.6 ([31]). Let G1 and G2 be graphs. Then,

χ(Inc(G1�G2)) ≤ χ(Inc(G1)) + χ(Inc(G2)).

Theorem 2.2.7. Let G1 and G2 be graphs. Then,

χf (Inc(G1�G2)) ≤ χf (Inc(G1)) + χf (Inc(G2)).

Proof. By the definition of the Cartesian product, we can decompose the edges of

G1�G2 as the edges where gg′ ∈ E(G1) and h = h′ ∈ V (G2) and the edges where

g = g′ ∈ V (G1) and hh′ ∈ E(G2). The edges of the first type induce a subgraph

H1 which is |V (G2)| copies of G1. Similarly, the edges of the second type induce a

subgraph H2 which is |V (G1)| copies of G2. So, we can write G1�G2
∼= H1 ∪H2.

So, by Theorem 2.2.5,

χf (Inc(G1�G2)) = χf (Inc(H1 ∪H2))

≤ χf (Inc(H1)) + χf (Inc(H2))

= χf (Inc(|V (G2)|G1)) + χf (Inc(|V (G1)|G2))

= χf (Inc(G1)) + χf (Inc(G2)),

as desired.
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Example. The bound in Theorem 2.2.7 is tight. Consider C4 = K2�K2, which

is pictured above. Then, since χf (Inc(C4)) = 4 and χf (Inc(K2)) = 2, we see that

χf (Inc(C4)) = χf (Inc(K2)) + χf (Inc(K2)).

Note that the bound does not provide equality in all cases. Consider Q3 = C4�K2.

We can show using transitivity that

χf (Inc(Q3)) = 4.

However,

χf (Inc(C4)) = 4 and χf (Inc(K2)) = 2.

2.2.3 The Join

Definition. The join of two graphs G and H, G ∨ H, is the graph with vertex

set

V (G ∨H) = V (G)
∐

V (H)

and edge set

E(G ∨H) = E(G) ∪ E(H) ∪ {uv | u ∈ V (G), v ∈ V (H)}.

Example. Below K3 ∨K3
∼= K3,3 and P3 ∨K2 are drawn out, respectively.

Figure 2.6: K3 ∨K3 and P3 ∨K2
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Example. The wheel graphs, Wn
∼= Cn∨K1 for n ≥ 3, is another example of the

join of two graphs. For example, here is W5.

Figure 2.7: Wheel Graph, W5
∼= C5 ∨K1

Proposition 2.2.8 ([31]). Let G1 and G2 be graphs. Suppose |V (G1)| = m and

|V (G2)| = n, where m ≥ n ≥ 2. Then,

χ(Inc(G1 ∨G2)) ≤ min{m+ n,max{χ(Inc(G1)), χ(Inc(G2))}+m+ 2}.

Theorem 2.2.9. Let G1 and G2 be graphs. Suppose that |V (G1)| = m and

|V (G2)| = n, where m ≥ n ≥ 2. Then,

χf (Inc(G1∨G2)) ≤ min{m+n,max{χf (Inc(G1)), χf (Inc(G2))}+χf (Inc(Km,n))}.

Proof. Since G1∨G2 has m+n vertices, it is a subgraph of Km+n
∼= K(m+n, 1).

Therefore, there is the inclusion homomorphism

G1 ∨G2 → K(m+ n, 1),

and so

χf (Inc(G1 ∨G2)) ≤ m+ n

1
= m+ n.

On the other hand, we can decompose G1 ∨G2 as G1 ∪Km,n ∪G2, where G1 and

G2 are not just edge disjoint, but vertex disjoint as well! In particular, this means

that there are no adjacencies in the incidence graph between incidences of G1 and
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incidences of G2; so we may use the same labels on these incidences. To this end,

let

σ1 : Inc(G1)→ K(r1, s1), σ2 : Inc(G2)→ K(r2, s2)

and

σ3 : Inc(Km,n)→ K(r3, s3),

where χf (Inc(Gi)) = ri
si

and χf (Inc(Km,n)) = r3
s3

. Note that if G1 and G2 have

no edge, then G1 ∨ G2 = Km,n and we are done. If at least one of G1 or G2 has

an edge, then the homomorphism corresponding to the maximum of χf (Inc(Gi))

can be extended. So, by Corollary 2.2.3, we can extend these homomorphisms to

σ̃1 : Inc(G1)→ K(s2s3r1, s1s2s3), σ̃2 : Inc(G2)→ K(s1s3r2, s1s2s3)

and

σ̃3 : Inc(Km,n)→ K(s1s2r3, s1s2s3).

(We will see below that only the homomorphism corresponding to the maximum

of χf (Inc(Gi)) will be relevant.) Note that each of these target Kneser graphs

have vertices whose corresponding subsets have equal size, namely they all have

size s1s2s3. Now, let

R = max{s2s3r1, s1s3r2.

Then, there are inclusion homomorphisms which extend σ̃1 and σ̃2 to

σ̂1 : Inc(G1)→ K(R, s1s2s3), σ̂2 : Inc(G2)→ K(R, s1s2s3).

Now, define σ : Inc(G1 ∨G2)→ K(R + s1s2r3, s1s2s3) by

σ(u, uv) =

 σ̂i(u, uv) uv ∈ E(Gi)

σ̃3(u, uv) uv ∈ E(Km,n)
,

where the σ̂1 and σ̂2 use the same labels, and σ̃3 uses labels disjoint from the ones

used for σ̂1 and σ̂2. Then, given two adjacent incidences of Inc(G1∨G2), we have
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three cases. First, both edges can come from G1, from G2 or from Km,n, in which

case the incidences are adjacent in the associated incidence graph of Gi or Km,n

and so they receive disjoint labels and hence their images under σ are adjacent.

Second, one edge can be in some Gi and the other one is in Km,n, in which case

the fact that the defining fractional coloring homomorphisms used different labels

shows that the incidences receive disjoint labels. Finally, if one edge came from

G1 and the other came from G2, then they could not have been adjacent in the

first place. Thus, this is in fact a homomorphism. Hence,

χf (Inc(G1 ∨G2)) ≤ R + s1s2r3

s1s2s3

=
R

s1s2s3

+
s1s2r3

s1s2s3

=
max{s2s3r1, s1s3r2}

s1s2s3

+
r3

s3

= max

{
s2s3r1

s1s2s3

,
s1s3r2

s1s2s3

}
+ χf (Inc(Km,n))

= max

{
r1

s1

,
r2

s2

}
+ χf (Inc(Km,n))

= max{χf (Inc(G1)), χf (Inc(G2))}+ χf (Inc(Km,n)).

Therefore,

χf (Inc(G1∨G2)) ≤ min{m+n,max{χf (Inc(G1)), χf (Inc(G2))}+χf (Inc(Km,n))},

as desired.

Example. This is tight in regards to both bounds within the minimum. Consider

G1
∼= Km and G2

∼= Kn. Then, G1 ∨G2
∼= Km ∨Kn

∼= Km+n. And so,

χf (Inc(G1 ∨G2)) = χf (Inc(Km+n)) = m+ n.

On the other hand, consider G1
∼= Km and G2

∼= Kn. Then, G1 ∨ G2
∼= Km,n.

So, since G1 and G2 have no edges, their incidence graphs are empty. Hence,

χf (Inc(Gi)) = 0. Therefore,

χf (Inc(G1 ∨G2)) = max{0, 0}+ χf (Inc(Km,n)) = χf (Inc(Km,n)).



Chapter 2 - Transitivity and Graph Homomorphisms 46

So the bounds are tight.

Corollary 2.2.10. Let G1 and G2 be graphs such that |V (G1)| = n = |V (G2)|.

Then,

χf (Inc(G1 ∨G2)) ≤ min

{
2n,max{χf (Inc(G1)), χf (Inc(G2))}+

n2

n− 1

}
.



Chapter 3
Extending Bounds

The goal of this chapter is to use the techniques described in Chapter 2, specif-

ically in §2.2, to extend the known results regarding the incidence chromatic

number of the direct and lexicographic products (due to Yang [37]) to bounds on

the fractional incidence chromatic number. Further, we will extend bounds on

the incidence chromatic number using other graph invariants - such as the star

arboricity and edge chromatic number of a graph - to bounds on the fractional

incidence chromatic number.

3.1 The Direct Product

Definition. The direct product of G and H, denoted G×H, is defined to be the

graph with

V (G×H) = V (G)× V (H)

and

E(G×H) = {(g, h)(g′, h′) | gg′ ∈ E(G) and hh′ ∈ E(H)}.

The direct product is sometimes called the categorical product since it has projec-

47
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tions into each of the factors which are homomorphisms.

Example. In comparison to the Cartesian product, drawn below is K2×K2 and

P3 × P3, respectively.

Figure 3.1: K2 ×K2 and P3 × P3

We want to generalize the following result.

Proposition 3.1.1 (Yang [37]). Let G and H be graphs. Then,

χ(Inc(G×H)) ≤ min{∆(H)χ(Inc(G)),∆(G)χ(Inc(H))}.

The appropriate generalization is as follows.

Theorem 3.1.2. Let G and H be graphs. Then,

χf (Inc(G×H)) ≤ min{∆(H)χf (Inc(G)),∆(G)χf (Inc(H))}.

Proof. It suffices, by symmetry, to show that

χf (Inc(G×H)) ≤ ∆(H)χf (Inc(G)).

Let

σ : Inc(G)→ K(r, s)

be a homomorphism where χf (Inc(G)) = r
s
. If G has no edges, then G × H

has no edges and so χf (Inc(G × H)) = 0, since Inc(G × H) is empty. Further,
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χf (Inc(G)) = 0 since Inc(G) is empty. Thus, the result follows. Similarly, if

H has no edges, then G × H has no edges and so χf (Inc(G × H)) = 0, since

Inc(G×H) is empty. Further, ∆(H) = 0, so the result follows. Now, assume that

G and H both have at least one edge. So, in particular, r ≥ 2s and ∆(H) ≥ 1.

Let

i = ((v, w), (v, w)(v1, w1)) ∈ V (Inc(G×H)).

Then, (v, w)(v1, w1) ∈ E(G×H) implies that vv1 ∈ E(G). (Also, it implies that

ww1 ∈ E(H), but this is not relevant to us in the context of this proof. It would,

however, be relevant in the symmetric argument to show that χf (Inc(G×H)) is

at most ∆(G)χf (Inc(H)).) So, (v, vv1) ∈ V (Inc(G)). Hence, define

σ̃ : Inc(G×H)→ K(∆(H)r, s)

by assigning to each vertex in the collection of vertices

Iv,w,v1 = {((v, w), (v, w)(v1, w1))}

a distinct and arbitrarily assigned subset of [∆(H)r] of the form

(σ(v, vv1)k + nr)sk=1

with n = 0, . . . ,∆(H)− 1. To see why this makes sense, recall that σ(v, vv1) is an

s-element subset of [r]. So, by σ(v, v1)k, we mean the kth element of this s-element

set. This map, σ̃, arbitrarily assigns to each incidence of the form above (of which

there are at most ∆(H) ways to choose w1 to fill in the edge (v, w)(v1, w1), since

this requires that ww1 ∈ E(H), and w is fixed) some nonnegative integer shift of

the color assignment given by σ(v, v1). Now, to see that this is a homomorphism,

consider two adjacent vertices of Inc(G×H), say, i from before and

j = ((x, y), (x, y)(x1, y1)) ∈ V (Inc(G×H)).
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Recall and observe that since σ(v, vv1) ⊆ [r], it follows that

σ̃(i) ⊆ [r + nir] \ [r + (ni − 1)r]

if ni > 0 and

σ̃(i) ⊆ [r]

if ni = 0, under the random assignment of the shifting, denoted by ni here. A

similar relationship holds for σ̃(j).

Now, we consider the three cases of adjacency in the incidence graph. We

want to show that σ̃(i)σ̃(j) ∈ E(K(r, s)). Observe that it suffices to show that

(v, vv1)(x, xx1) ∈ E(Inc(G)). If this is the case, then since σ is a homomorphism,

σ(v, vv1)σ(x, xx1) ∈ E(K(r, s))

and so

σ(v, vv1) ∩ σ(x, xx1) = ∅

by definition of the Kneser graph. So, upon the random shifting assigned by σ̃, we

want to show that σ̃(i)∩σ̃(j) = ∅. To see this, recall that σ(v, vv1), σ(x, xx1) ⊆ [r].

The random shifting assigned by σ̃ is always given by some integer multiple of r,

say nir and njr for i and j respectively. Suppose, without loss of generality, that

ni ≤ nj. If

c ∈ σ̃(i) ∩ σ̃(j)

then it follows that

c = ci + nir = cj + njr

for some ci ∈ σ(v, vv1) and some cj ∈ σ(x, xx1) and thus

ci = cj + (nj − ni)r.
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If ni = nj, then

ci = cj

and thus,

ci = cj ∈ σ(v, vv1) ∩ σ(x, xx1) = ∅.

This is a contradiction. So, ni < nj. It follows that

ci > r,

which implies that ci /∈ σ(v, vv1) which is a contradiction. Therefore,

σ̃(i) ∩ σ̃(j) = ∅

and so σ̃(i)σ̃(j) ∈ E(K(∆(H)r, s)). Now, the goal is to show that (v, vv1) and

(x, xx1) are adjacent in Inc(G) by considering the three ways for the incidences i

and j to be adjacent.

• Suppose (v, w) = (x, y). Then, in particular, v = x. Therefore, (v, vv1) and

(x, xx1) are adjacent in Inc(G).

• Suppose (v, w)(v1, w1) = (x, y)(x1, y1). Then, since i and j are distinct

vertices, it follows that (v, w) = (x1, y1). So, in particular, it follows that

v = x1. Thus,

(v, vv1) = (x1, x1v1)

and (x1, x1v1) is adjacent to (x, xx1). So, (v, vv1) is adjacent to (x, xx1).

• Finally, without loss of generality, suppose (v, w)(x, y) = (v, w)(v1, w1).

Then, (x, y) = (v1, w1). In particular, this implies that x = v1. So,

(x, xx1) = (v1, v1x1), which is adjacent to (v, vv1).
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Therefore, σ̃ is a homomorphism and so

χf (Inc(G×H)) ≤ ∆(H)r

s
= ∆(H)χf (Inc(G))

= min{∆(H)χfInc(G)),∆(G)χf (Inc(H))},

as desired.

Example. This bound is tight. Consider K2 × K2
∼= 2K2, which is drawn in

Figure 3.1. So, since χf (Inc(K2 × K2)) = χf (2K2) = 2, χf (Inc(K2)) = 2 and

∆(K2) = 1,

χf (Inc(K2 ×K2)) = min{∆(K2)χf (Inc(K2)),∆(K2)χf (Inc(K2))}.

Definition. The strong product of G and H, denoted G � H, is defined as the

graph with

V (G�H) = V (G)× V (H)

and

E(G�H) = E(G�H) ∪ E(G×H).

Example. Again, for comparison, drawn below are K2 �K2 and P3 �P3, respec-

tively.

Figure 3.2: K2 �K2 and P3 � P3

Note that K2 ∗K2, where ∗ stands for any of the three graph products we’ve

defined so far, has the useful property that the shape of the graph is precisely the
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symbol used to represent the product. This is helpful when trying to distinguish

between these three products.

Corollary 3.1.3. Let G and H be graphs. Then,

χf (Inc(G�H)) ≤ χf (Inc(G))+χf (Inc(H))+min{∆(H)χf (Inc(G)),∆(G)χf (Inc(H))}.

Proof. Let G,H be graphs. Then, as per the definition, we can partition the edges

of G�H into two disjoint sets; namely E(G�H) and E(G×H). Thus, we may

write

G�H = (G�H) ∪ (G×H).

Thus, by Theorem 2.2.5,

χf (Inc(G�H)) ≤ χf (Inc(G�H)) + χf (Inc(G×H)).

Using Theorem 2.2.7 and Theorem 3.1.2, we see that

χf (Inc(G�H)) ≤ χf (Inc(G))+χf (Inc(H))+min{∆(H)χf (Inc(G)),∆(G)χf (Inc(H))}.

Example. Observe that the bound for the strong product is also tight. Consider

the following example. Let G = Kn and let H be any nonempty graph. Then,

G �H = nH since there are no edges in the direct product of these two graphs

since G has no edges. Further, note that

χf (Inc(G)) = 0

and since ∆(G) = 0, it follows that

min{∆(H)χf (Inc(G)),∆(G)χf (Inc(H))} = 0.

Therefore, the bound gives

χf (Inc(G�H)) = χf (Inc(H)).

Since χf (Inc(nH)) = χf (Inc(H)), we see that the bound is tight for this example.
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3.2 The Lexicographic Product

Definition. The lexicographic product of G and H, denoted G[H] or G ◦ H, is

defined to be the graph with

V (G[H]) = V (G)× V (H)

and

E(G[H]) = {(g, h)(g′, h′) | gg′ ∈ E(G) or (g = g′ and hh′ ∈ E(H))}.

This is sometimes called the wreath product in the literature.

Example. Consider the graphs K2[K2], P3[P2], P2[P3], drawn below respectively.

Figure 3.3: K2[K2], P3[P2] and P2[P3]

Observation. Note that, unlike the Cartesian, direct and strong products, the

lexicographic product is not commutative! For example, see P3[P2] and P2[P3] in

Figure 3.3. These graphs are not isomorphic. One way to see this is to observe

that one of the graphs has a vertex of degree 3, while the other does not.

Proposition 3.2.1 ([37]). Let G and H be graphs. Then,

χ(Inc(G[H])) ≤ |V (H)|χ(Inc(G)) + χ(Inc(H)).
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Theorem 3.2.2. Let G and H be graphs. Then,

χf (Inc(G[H])) ≤ |V (H)|χf (Inc(G)) + χf (Inc(H)).

Proof. Let

σ1 : Inc(G)→ K(r1, s1) and σ2 : Inc(H)→ K(r2, s2)

be homomorphisms such that χf (Inc(G)) = r1
s1

and χf (Inc(H)) = r2
s2

. If G has

no edges, then G[H] is |V (G)| copies of H. So,

χf (Inc(G[H])) = χf (Inc(H)).

Since G has no edges, χf (Inc(G)) = 0 as Inc(G) is empty. Thus, the result

follows. If H has no edges, then Inc(G[H]) has all vertices of the form

((u, v), (u, v)(x, v))

with ux ∈ E(G). We may use the argument which follows, where σ2 is ignored,

in this case. So, assume that G and H both contain at least one edge. Using

Corollary 2.2.3, extend σ1 and σ2 to homomorphisms

σ̃1 : Inc(G)→ K(r1s2, s1s2) and σ̃2 : Inc(H)→ K(r2s1, s1s2).

Further, assume that σ̃2 uses labels from [r2s1] and assume that σ̃1 uses labels

from [r1s2 + r2s1] − [r2s1]. We will be doing an arbitrary shift, as in the proof

of the direct product, on σ̃1, which is why we want the labels used on σ̃1 to be

larger than the labels used on σ̃2. This will make writing down the map easier and

hence make the proof that we have defined a homomorphism easier as well. Recall

that ((u, v), (u, v)(x, y)) ∈ V (Inc(G[H])) implies that (u, v)(x, y) ∈ E(G[H]). By

definition of the lexicographic product, this means that either

(1) ux ∈ E(G), or
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(2) u = x in G and vy ∈ E(H).

Thus, either

(1) (u, ux) ∈ Inc(G), or

(2) (v, vy) ∈ Inc(H).

Call the incidences of G[H] satisfying the conditions (1) Type 1 and the incidences

satisfying the conditions (2) Type 2. Now, define

σ : Inc(G[H])→ K(|V (H)|r1s2 + r2s1, s1s2)

by setting

σ((u, v), (u, v)(x, y)) = (σ̃1(u, ux)k + nur1s2)s1s2k=1

distinctly and arbitrarily for nu = 0, . . . , |V (H)| − 1 if ((u, v), (u, v)(x, y)) is a

Type 1 incidence and

σ((u, v), (u, v)(x, y)) = σ̃2(v, vy)

if ((u, v), (u, v)(x, y)) is a Type 2 incidence. For the Type 1 incidences, observe

that from any fixed incidence, say ((u, v), (u, v)(x, y)), the only adjacent incidences

of Type 1 are ((u, v), (u, v)(x, z)) for any z ∈ V (H) \ {y}. Hence, we do need

|V (H)| distinct shifts of σ̃1(u, uv).

We must show that σ is a homomorphism. Let

i = ((u1, v1), (u1, v1)(x1, y1)) and j = ((u2, v2), (u2, v2)(x2, y2))

be adjacent in Inc(G[H]). Let’s start with a lemma.

Lemma 3.2.3. If i and j are both Type 1 incidences with (u1, u1x1) and (u2, u2x2)

being adjacent, then σ(i) and σ(j) are adjacent.
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Proof. Suppose i and j are Type 1 incidences and suppose that (u1, u1x1) and

(u2, u2x2) are adjacent. Then,

σ̃1(u1, u1x1) ∩ σ̃1(u2, u2x2) = ∅.

Suppose c ∈ σ(i) ∩ σ(j). Then, for some (distinct) ni, nj ∈ {0, . . . , |V (H)| − 1},

c = ci + nir1s2 = cj + njr1s2,

where

ci ∈ σ̃1(u1, u1x1), cj ∈ σ̃1(u2, u2x2).

Suppose, without loss of generality, that ni ≤ nj. Then,

ci = cj + (nj − ni)r1s2.

If ni = nj, then

ci = cj ∈ σ̃1(u1, u1x1) ∩ σ̃1(u2, u2x2).

This is a contradiction. Thus, ni < nj. In this case, ci > r1s2 + r2s1. This is also

a contradiction, since ci ∈ σ̃1(u1, u1x1). Therefore, σ(i) ∩ σ(j) = ∅. Hence, σ(i)

and σ(j) are adjacent.

Now, we consider the three cases for adjacency in an incidence graph.

• Suppose (u1, v1) = (u2, v2). Then, u1 = u2 and v1 = v2.

∗ If i and j are both Type 1 incidences, then since u1 = u2, (u1, u1x1)

and (u2, u2x2) are adjacent. Thus, by Lemma 3.2.3, σ(i) and σ(j) are

adjacent.

∗ If i and j are both Type 2 incidences, then

σ(i) = σ̃2(v1, v1y1)
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and

σ(j) = σ̃2(v2, v2y2).

Since v1 = v2, (v1, v1y1) and (v2, v2y2) are adjacent and so their images

under σ̃2 are adjacent; that is, they receive disjoint sets of labels. Hence,

σ(i), σ(j) are adjacent. Note that there is no need to worry about the

shifting in this case.

∗ If, without loss of generality, i is Type 1 and j is Type 2, then, σ(i)

and σ(j) come from disjoint sets of labels and so are disjoint. Thus,

they are adjacent.

• Suppose (u1, v1)(x1, y1) = (u2, v2)(x2, y2). Then, since the incidences are

distinct, we know that

(u1, v1) = (x2, y2) and so u1 = x2, v1 = y2

and

(x1, y1) = (u2, v2) and so x1 = u2, y1 = v2.

Then,

∗ If i and j are both Type 1 incidences, then since x1 = u2, we can

conclude that (u1, u1x1) = (u1, u1u2) and (u2, u2x2) are adjacent. So,

by Lemma 3.2.3, σ(i) and σ(j) are adjacent.

∗ If i and j are both Type 2 incidences, then

σ(i) = σ̃2(v1, v1y1) and σ(j) = σ̃2(v2, v2y2).

Since y1 = v2, we can conclude that (v1, v1y1) = (v1, v1v2) and (v2, v2y2)

are adjacent. Hence, their images under σ̃2 are adjacent; that is, they

receive disjoint sets of labels. Hence, σ(i) and σ(j) are disjoint and
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hence adjacent. Again, there is no need to worry about the random

shifting.

∗ If, without loss of generality, i is Type 1 and j is Type 2, then σ(i) and

σ(j) come from disjoint sets of labels and so are disjoint. Thus, they

are adjacent.

• Suppose, without loss of generality, that (u1, v1)(u2, v2) = (u1, v1)(x1, y1).

Then, (u2, v2) = (x1, y1) and so we see that u2 = x1 and v2 = y1. Then,

since this was exactly the information used in the previous case (although

we had more information), the same proof shows that σ(i) and σ(j) are

adjacent in this case as well.

Therefore, σ is a homomorphism. So,

χf (Inc(G[H])) ≤ |V (H)|r1s2 + r2s1

s1s2

=
|V (H)|r1

s1

+
r2

s2

= |V (H)|χf (Inc(G)) + χf (Inc(H))

as claimed.

Example. The bound obtained in Theorem 3.2.2 is tight. Consider G = Kn and

let H be any nonempty graph. Then,

G[H] = Kn[H] = nH.

Since

χf (Inc(Kn[H])) = χf (Inc(nH)) = χf (Inc(H))

and

|V (H)|χf (Inc(Kn)) + χf (Inc(H)) = χf (Inc(H)),

we see that the bound is tight.
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3.3 Star Arboricity and Edge Coloring

Shifting gears slightly, we now provide some further generalizations of bounds

using other graph invariants. The first involves the star arboricity and the edge

chromatic number of the graph.

Definition. A star is a specific example of a tree in which there is a distinguished

vertex, called the center, which is adjacent to all other vertices in the graph. The

star arboricity of a graph G, denoted st(G), is the minimum number of star forests

(a forest in which every induced subtree is a star) needed to cover the edges of G.

Example. If S is a star, then precisely one star can cover all the edges. Thus,

we need only one star forest to cover the edges of S, and so st(S) = 1.

If T is a tree which is not a star, then by choosing any root for the tree and

letting the vertices on the even levels be the centers for one star forest and the

vertices on the odd levels be the centers for another star forest, and by choosing

the edges below the given vertices, we can find that st(T ) ≤ 2 for any tree. Note

that since T is not a star, it is a connected graph with vertices on at least three

levels. Since the individual stars within a star forest cannot share vertices, we

see that T requires at least two star forests to cover its edges. So st(T ) ≥ 2.

Therefore, st(T ) = 2.

Definition. Given a graph G, we can define its edge chromatic number, denoted

χ′(G), to be the least number of colors needed to color the edges such that if two

edges share an endpoint, the edges receive different colors.

The following result boils down the computation of χ′(G) to deciding between

one of two possibilities.

Theorem 3.3.1 (Vizing [35]). Let G be a graph with maximum degree ∆(G).
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Then,

∆(G) ≤ χ′(G) ≤ ∆(G) + 1.

The graphs for which χ′(G) = ∆(G) are collectively called the Class 1 graphs.

The remaining graphs, which have χ′(G) = ∆(G) + 1, are called the Class 2

graphs.

Example. The even complete graphs are in Class 1 and the odd complete graphs

are in Class 2. The Petersen graph is also a Class 2 graph.

Unfortunately, the task of deciding whether a simple graph is in Class 1 or

Class 2 is an NP-complete problem (see [22]).

Now, back to the (fractional) incidence chromatic number, the following bound

is known.

Proposition 3.3.2 (Yang [37]). If G is any graph, then

χ(Inc(G)) ≤ st(G) + χ′(G).

We can generalize this to the following.

Proposition 3.3.3. If G is any graph, then

χf (Inc(G)) ≤ st(G) + χ′f (G).

Proof. Let st(G) = t be the star arboricity of G and let χ′f (G) = r
s
. Recall that

Inc(G) can be viewed as a directed graph obtained from G where each edge is

replaced by two oppositely oriented arcs as discussed in §1.2. Call this directed

graph S(G). So, there are two edge disjoint copies of G whose edges need to

be colored so that edges corresponding to the same edge of G receive different

colors, edges forming a directed path of length 2 receive different colors, and

edges with the same tail receive different colors. So, clearly, the “color classes” of
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S(G) (which correspond to color classes of Inc(G)) are the directed star forests

of G. So, take the t star forests and color each of them with one of the t disjoint

s-element subsets from [ts]. This star forest covers one copy of G, so there is

another (directed) copy of G to edge color. Fractionally color the remaining edges

corresponding to a coloring witnessing χ′f (G) = r
s
, using a color set disjoint from

[ts]. Then, adjacent in the directed graph in terms of the incidence graph implies

that the edges are incident in the undirected copy of G, and so this is a valid edge

coloring. Thus, we have colored Inc(G) using ts+ r colors and labeling with sets

of size s. That is, we have defined a (ts+ r, s)-coloring of Inc(G). Therefore,

χf (Inc(G)) ≤ ts+ r

s
= t+

r

s
= st(G) + χ′f (G).

Example. This bound is tight. Consider C4. Then,

st(C4) = 2, χ′f (C4) = 2, and χf (Inc(C4)) = 4.

To continue the comparison, consider the use of Vizing’s Theorem ([35]).

Remark. By the fractional version of Vizing’s Theorem ([27]), namely, that

∆(G) ≤ χ′f (G) ≤ ∆(G) + 1,

we see that

χf (Inc(G)) ≤ st(G) + χ′f (G) ≤ st(G) + ∆(G) + 1.

Remark. It can be shown that χ′f (G) = ∆(G) + 1 precisely when G = K2n+1 for

n ≥ 1 (see [27], [29]). Note that such a characterization is not known for χ′(G).

In the case of G = K2n+1 for n ≥ 1,

χf (Inc(G)) ≤ st(G) + ∆(G) + 1,
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and in all other cases,

χf (Inc(G)) < st(G) + ∆(G) + 1.

Note that we can’t do any better in general since

χ′f (G) ∈ [∆(G),∆(G) + 1]

unlike the nonfractional case where χ′(G) ∈ {∆(G),∆(G) + 1}. However, χ′f (G)

can be computed in polynomial time ([27])!

Example. Observe that the only planar graph with χ′f (G) = ∆(G) + 1 is K3.

Then,

χ′f (K3) = 3

by the previous remark and

st(K3) = 2

since K3 is not a star, but can be covered with two stars which necessarily overlap

(take a maximal star as one star forest and the remaining edge as the other star

forest). So,

χf (Inc(K3)) ≤ 2 + 3 + 1 = 6.

However, we know that χf (Inc(K3)) = 3. So, for all planar graphs,

χf (Inc(G)) < st(G) + ∆(G) + 1.

3.4 Another Bound and a Computation

In this section, we prove another bound on the fractional incidence chromatic

number of the lexicographic product using the square of a graph. As a result

we will calculate precisely the fractional incidence chromatic number of another

infinite family of graphs.
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The following result can be found in [37] without proof. We provide a proof

here for completeness.

Lemma 3.4.1. For any graph G,

χf (Inc(G)) ≤ χf (G
2).

Proof. Let φ : G2 → K(r, s) be an optimal fractional coloring of G2. Define

φ∗ : Inc(G)→ K(r, s) by

φ∗(u, uv) = φ(v).

Then, we want to show that φ∗ is a homomorphism. Suppose (u, uv), (x, xy) are

distinct, adjacent vertices in Inc(G). We consider each of the three ways for these

two vertices to be adjacent in Inc(G).

• If u = x, then since the vertices are distinct, it follows that v 6= y. Thus,

since in G there is a path v−u− y (since we know that uv and xy are edges

and u = x) we know that vy ∈ E(G2). Therefore,

φ∗(u, uv)φ∗(x, xy) = φ(v)φ(y) ∈ E(K(r, s)),

since φ is a homomorphism.

• If uv = xy, then since the vertices are distinct, we know that u = y and

v = x. So,

φ∗(u, uv)φ∗(x, xy) = φ(v)φ(y) = φ(x)φ(y) ∈ E(K(r, s)),

since xy ∈ E(G) ⊆ E(G2).

• Finally, without loss of generality, assume that ux = uv. Then x = v. So,

φ∗(u, uv)φ∗(x, xy) = φ(v)φ(y) = φ(x)φ(y) ∈ E(K(r, s)),

since xy ∈ E(G) ⊆ E(G2).
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Therefore φ∗ is a homomorphism and so we conclude that

χf (Inc(G)) ≤ r

s
= χf (G

2).

We will need the following result to argue that this bound is tight.

Lemma 3.4.2. Inc(Cn) ∼= C2
2n for n ≥ 3.

Proof. Let

V (Cn) = {u0, . . . , un−1}

where

E(Cn) = {uiui+1 | i = 0, n− 1}

for indices taken modulo n. Then,

V (Inc(Cn)) = {(ui, uiui+1), (ui, uiui−1)}

again where indices are taken modulo n. Order the vertices lexicographically

clockwise around C2
2n; that is,

(ui, uiuj) < (uk, uku`)

precisely when i < k or when i = k and j < `. Under this bijection of the vertex

sets, it is not hard to see that the edges and nonedges are preserved.

Example. See Figure 1.1 for the example where Inc(C5) ∼= C2
10.

Example. Note that the bound in Lemma 3.4.1 is tight. For example, consider

G = K3 = C3. By Lemma 3.4.2, Inc(G) = C2
6 . So,

χf (Inc(K3)) = 3 = χf (C
2
6).
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Further, we can get strict inequality also. Consider the Petersen graph. Recall

that

χf (Inc(K(5, 2))) =
30

7

and observe that K(5, 2)2 = K10 since the diameter, or length of the longest

shortest path, of K(5, 2) is 2. Thus,

χf (K(5, 2)2) = χf (K10) = 10.

So, this is an example where

χf (Inc(G)) < χf (G
2).

Lemma 3.4.3. If G has no isolated vertices, then

G[H]2 = G2[K|V (H)|].

Proof. Suppose G has no isolated vertices. Then, G[H]2 has the same vertex set

as G2[K|V (H)|] since G has the same vertex set as G2 and H has the same vertex

set as K|V (H)|. We now must compare the edge sets. Suppose (u, v)(x, y) is an

edge in G[H]2. Then, either (u, v) and (x, y) are adjacent but in different factors

of H corresponding to different vertices of G or they are adjacent but in the same

factor of H corresponding to a single vertex of G. In the first case, this can only

happen if distG(u, x) ≤ 2. That is, this can happen precisely when ux ∈ E(G2).

In the second case, since there is no factor of H which is isolated (since G has

no isolated vertices) there is a path of length 2 from (u, v) to (x, y) in G[H] by

following (u, v) to a vertex in an adjacent (in terms of G) factor of H and following

that vertex by (x, y). Therefore, corresponding to each vertex of G, there is a copy

of K|V (H)| since each pair of vertices within the factor of H is within distance 2.

Therefore,

E(G[H]2) = E(G2[K|V (H)|]).
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Hence, the result follows.

Corollary 3.4.4. If G has no isolated vertices, then

χf (Inc(G[H])) ≤ |V (H)|χf (G2).

Proof. Applying Lemma 3.4.1, Lemma 3.4.3 and Proposition 1.3.4 we see that

χf (Inc(G[H])) ≤ χf (G[H]2) = χf (G
2[K|V (H)|])

= χf (G
2)χf (K|V (H)|) = χf (G

2)|V (H)|

Corollary 3.4.5. If G has k isolated vertices, then

χf (Inc(G[H])) ≤ min{|V (H)|χf (G2), |V (H)|χf (Inc(G)) + χf (Inc(H))}.

Proof. Observe that since G has k isolated vertices, then

G[H] = (G̃
∐

kK1)[H] = G̃[H]
∐

kK1[H] = G̃[H]
∐

kH,

where G̃ is the graph obtained from G by removing the isolated vertices. Hence,

in particular, G̃ has no isolated vertices. So,

Inc(G[H]) = Inc(G̃[H]
∐

kH) = Inc(G̃[H])
∐

kInc(H).

Further, observe that Inc(H) is an induced subgraph of G̃[H] and so when coloring

we can reuse colors from Inc(G̃[H]) on all k copies of Inc(H). Thus, combining

Corollary 3.4.4 and Theorem 3.2.2, we see that

χf (Inc(G[H])) = χf (Inc(G̃[H])
∐

kInc(H))

= χf (Inc(G̃[H]))

≤ min{|V (H)|χf (G̃2), |V (H)|χf (Inc(G̃)) + χf (Inc(H))}

= min{|V (H)|χf (G2), |V (H)|χf (Inc(G)) + χf (Inc(H))},
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where the final equality follows because the only thing remaining to color in G2

is a collection of isolated vertices which can reuse the labels already used on G̃2,

and Inc(G̃) is actually the same graph as Inc(G) as the graphs G and G̃ have

the same edge sets; the difference is a collection of isolated vertices, which do not

contribute to the incidence graph.

Finally, we are almost ready for the computation mentioned above. With one

last remark about the domination number of the lexicographic product of two

graphs, we will be ready for the computation.

Remark. It is not hard to show that if H is a graph such that γ(H) = 1, that

is, H has a universal vertex, then

γ(G[H]) = γ(G)

for any graph G. This fact will be useful in the calculation below.

Example. Consider C3n[K`] for n ≥ 1, ` ≥ 2. Then, by Theorem 2.1.8,

χf (Inc(C3n[K`])) ≥
2|E(C3n[K`])|

|V (C3n[K`])| − γ(C3n[K`])

=
3n`(2`+ `− 1)

3nl − γ(C3n)

=
3n`(3`− 1)

3n`− d3n
3
e

=
3n`(3`− 1)

3n`− n
=

3n`(3`− 1)

n(3`− 1)
= 3`

Further, by Corollary 3.4.5,

χf (Inc(C3n[K`])) ≤ min{|V (K`)|χf (C2
3n), |V (K`)|χf (Inc(C3n)) + χf (Inc(K`))}

= min

{
`

(
3n

n

)
, `(3) + `

}
= min{3`, 4`} = 3`,
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where the middle equality follows from Theorem 1.3.6, since C2
3n is vertex transi-

tive by rotation. Therefore,

χf (Inc(C3n[K`])) = 3`.

Note that C3n[K`] is a (3`− 1)-regular graph and so

χf (Inc(C3n[K`])) = ∆ + 1.

Remark. The previous example is one where the bound

χf (Inc(G[H])) ≤ |V (H)|χf (G2)

is better than

χf (Inc(G[H])) ≤ |V (H)|χf (Inc(G)) + χf (Inc(H)).



Chapter 4
Characterization of Perfect Incidence

Graphs

In this chapter, we will provide a characterization on G for which Inc(G) is perfect.

This will allow us to calculate the (fractional) incidence chromatic numbers of

such graphs. The general proof method uses the Strong Perfect Graph Theorem

(Theorem 1.4.2).

4.1 Excluding Graphs with Large Cycles

In this section, we will exclude graphs with subgraphs isomorphic to cycles of

length at least 4 from having their incidence graphs being perfect.

Lemma 4.1.1. If H is any subgraph of G, then Inc(H) is an induced subgraph

of Inc(G).

Proof. Let H be a subgraph of G. Then, consider the subgraph of Inc(G) induced

by the vertices of Inc(H). We wish to show that this induced subgraph is precisely

70
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Inc(H). Suppose (u, uv)(x, xy) is an edge of the subgraph induced by the vertices

in Inc(H). Then, in Inc(G), we have three cases.

• If u = x, then since u, x are necessarily vertices of H, it follows that

(u, uv)(x, xy) ∈ E(Inc(H)).

• If uv = xy, then since in order for (u, uv), (x, xy) ∈ V (Inc(H)), it must be

the case that uv, xy ∈ E(H). Thus, (u, uv)(x, xy) ∈ E(Inc(H)).

• Finally, if ux = uv (without loss of generality), then since u, v, x ∈ V (H), it

follows that ux = uv ∈ E(H). Thus, (u, uv)(x, xy) ∈ E(Inc(H)).

Therefore, Inc(H) is an induced subgraph of Inc(G).

Proposition 4.1.2. If G contains a subgraph isomorphic to Cn for n ≥ 4, then

Inc(G) is not perfect.

Proof. We will consider the cases where n is even and when n is odd separately.

Let’s first consider the case where n is even. Then, considering Inc(Cn) = C2
2n

with vertices labeled 0, . . . , 2n− 1 consecutively, we can find an induced cycle of

length n+ 1, which is odd. Namely, the cycle induced by the vertices labeled

1, 2, 4, 6, . . . , n, n+ 1, n+ 3, . . . , 2n− 1.

is a cycle of length n+ 1.

Now, if n is odd, using the same labeling on Inc(Cn) = C2
2n, the cycle induced

by the vertices labeled

1, 3, 5, 7, . . . , 2n− 1

is an cycle of length n. Hence, in both cases, we have found an induced odd cycle

of length at least 5. So, by the Strong Perfect Graph Theorem (Theorem 1.4.2),

it follows that Inc(Cn) is not perfect. Further, by Lemma 4.1.1, since Inc(Cn) is
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an induced subgraph of Inc(G), it follows that an induced odd cycle can be found

in Inc(G). So, Inc(G) cannot be perfect.

Definition. The circumference of a graph G is the length of a longest cycle in G.

Thus, we may rephrase Proposition 4.1.2 to say that if G has circumference

at least 4, then Inc(G) is not perfect. Moving forward in the next section, we

consider graphs with circumference at most 3.

4.2 Characterization

In this section we show that all graphs with no subgraph isomorphic to a cycle of

length at least 4 have perfect incidence graphs. The following is an exercise from

[9].

Lemma 4.2.1. For k ≥ 2, if G is k-connected and has at least 2k vertices, then

G contains a cycle of length at least 2k.

Proof. Let k ≥ 2. Let G be k-connected on at least 2k vertices. Then, in partic-

ular, G is connected. Since

δ(G) ≥ k ≥ 2,

where δ(G) is the minimum degree of G, it follows that G is not a tree and hence

G contains a cycle. In fact, it is not hard to see that G contains a cycle of length

at least δ(G) + 1 ≥ k + 1. (Take a longest path in G, and let x be one of the

endpoints. Then, necessarily, all of the neighbors of x must lie on the path. Let

y be the neighbor of x farthest along on the path. Then, following the path from

x to y and then following the edge from y back to x results in a cycle on at least

δ(G) + 1 vertices.) Let C be a longest cycle in G and suppose that |V (C)| < 2k.

Let v ∈ V (G) be a vertex not on C. Consider the sets NG(v) and V (C). By the
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remarks above, |NG(v)| ≥ k and |V (C)| ≥ k + 1. If S ⊆ V (G) is a subset of

vertices which separates NG(v) and V (C), it must have size at least k. Otherwise,

this set would be a set of size less than k which disconnects v from some vertex of

C. This contradicts that G is k-connected. Therefore, Menger’s Theorem implies

that there are k disjoint paths from NG(v) to V (C). Note that if any two of these

paths end at the same vertex of C, removing the endpoints of all these paths

disconnects v from some vertex of C. Since we would have removed less than k

vertices, this contradicts that G is k-connected. So, all endpoints are distinct.

Since |V (C)| < 2k, the Pigeonhole Principle implies that there exists a pair of

adjacent vertices on the cycle serving as endpoints to these paths. Let c1, c2 be

these vertices. Let v1, v2 be the corresponding endpoints of these paths in NG(v)

and call the corresponding paths P1 and P2. If v1 = v2, then replacing the edge

c1c2 in C by the two paths, P1 and P2, this results in a longer cycle, which is a

contradiction. If v1 6= v2, then replacing edge c1c2 in C with the two paths P1

and P2 along with the edges to v results in a longer cycle, again a contradiction.

Therefore, |V (C)| ≥ 2k, as desired.

Lemma 4.2.2. If G is connected on at least 4 vertices and has circumference at

most 3, then G has a cut vertex.

Proof. Suppose not. Then, G must be 2-connected. So, by Lemma 4.2.1, since G

is 2-connected on at least 4 vertices, G contains a subgraph which is isomorphic

to Cn, where n ≥ 4. This contradicts that G has circumference at most 3.

Lemma 4.2.3. Let v be a cut vertex of G. Then, the set of vertices

Cv = {(v, uv) | u ∈ NG(v)}

is a cut set of Inc(G) which is a clique of size degG(v).
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Proof. Let v and Cv be as above. It is clear to see that Cv is a clique of size

degG(v). Let G1, G2, . . . , Gn be the components of G− v. Then, the components

of Inc(G) − Cv are of the form Hi = Inc(Gi + v) − Cv for i = 1, . . . , n, where

Gi + v is the subgraph of G induced by the vertices of Gi along with v. To see

this, first note that each of these components are nonempty because there is at

least one vertex in each Gi adjacent to v, call it ui. Then, (ui, uiv) ∈ V (Hi). Now,

it suffices to show that Hj is disconnected from Hk when j 6= k. It is clear that

they are vertex disjoint. Consider a shortest path from Hj to Hk in Inc(G). The

last vertex on the path in Hj must have the form (u, uv) for some u ∈ V (Gj) since

otherwise there would be some edge out of Gj not containing v. This contradicts

that v is a cut vertex. Similarly, the first vertex on the path in Hk must have the

form (u′, u′v) for some u′ ∈ V (Gk). The only other vertices remaining are those

in Cv, so the only way for Hj and Hk to be connected is for (u, uv) and (u′, u′v)

to be adjacent. Since u ∈ V (Gj) and u′ ∈ V (Gk), it follows that u 6= u′ and also

that uv 6= u′v. Further, v 6= u and v 6= u′. So, uu′ 6= uv and uu′ 6= u′v. Therefore,

these two vertices in Inc(G) are not adjacent. Hence, this path must pass through

Cv. Therefore, Cv is a cut set of Inc(G).

...

G2

Gn

G1 v H1 Cv

H2

Hn

...

G Inc(G)

Figure 4.1: Illustration of the Induced Cut Sets
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Theorem 4.2.4. If G has circumference at most 3, then Inc(G) is perfect.

Proof. Note that if G is not connected, then

G =
∐

Ai

where Ai are all connected components of G. So,

Inc(G) =
∐

Inc(Ai).

Such a graph is perfect precisely when all components are perfect. Thus, we will

assume G is connected moving forward.

By the Strong Perfect Graph Theorem (Theorem 1.4.2), it suffices to show

that Inc(G) contains no odd induced cycles (odd holes) of length at least 5 and

that Inc(G) contains no complements of odd induced cycles (odd antiholes) of

length at least 5. Let’s take care of a few base cases first. If G has a single

vertex, then G = K1 and since G has no edges, Inc(G) is empty. Hence, it is

vacuously perfect. If G has two vertices, then since G is connected, G = K2. So,

Inc(G) = Inc(K2) = K2, which is perfect. Finally, if G has three vertices, then

we have two choices; as G is connected, either G = P3 or G = C3. Then, either

Inc(G) = Inc(P3) = P 2
4 or Inc(G) = Inc(C3) = C2

6 , both of which are perfect.

Note that the perfection of P 2
4 and C2

6 results from the Perfect Graph Theorem

(Theorem 1.4.1) since P 2
4 and C2

6 are both bipartite and hence perfect.

Inc(K2) Inc(P3) Inc(C3)

Figure 4.2: Inc(G) for small G
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Now, we may assume moving forward that G has at least 4 vertices. Let’s

argue that the rest are perfect by contradiction. Suppose there were a counterex-

ample. Then, let G be a minimal counterexample; that is, let G be such that

|V (G)|+ |E(G)| is minimal and Inc(G) is not perfect. In particular, this implies

that every proper subgraph H of G has the property that Inc(H) is perfect. Since

G has at least 4 vertices, and has circumference at most 3, we know that G must

have a cut vertex by Lemma 4.2.2. For each cut vertex v of G, let Cv be the cor-

responding cut set of Inc(G) and let Hv,i = Inc(Gv,i + v)−Cv be the component

of Inc(G)−Cv corresponding to the component Gv,i of G− v. As before, Gv,i + v

is the subgraph of G induced by V (Gv,i) ∪ {v}. Since Inc(G) is not perfect, it

follows that there must exist an odd hole of length at least 5 or an odd antihole

of length at least 5. We will show that neither of these situations can occur.

Lemma 4.2.5. Odd holes and odd antiholes (of length at least 5) cannot lie com-

pletely in any Hv,i or Cv.

Proof. Observe that Hv,i is an induced subgraph of Inc(Gv,i + v). Since Gv,i + v

has fewer vertices than G, the minimality of G implies that Inc(Gv,i+v) is perfect.

Therefore, Hv,i does not contain an odd hole or odd antihole of length at least

5 as a subgraph. Similarly, Cv ∼= KdegG(v), which is perfect, since Cv is a set of

isolated vertices and so is perfect. Thus, Cv does not contain any odd hole or odd

antihole of length at least 5 as a subgraph.

So, any odd hole or odd antihole must cross through Cv, but not be completely

contained in Cv. Now, let’s restrict where an odd hole or odd antihole can lie.

Lemma 4.2.6. Any odd hole in Inc(G) must be completely contained in some

Hv,j ∪ Cv; that is, an odd hole cannot have vertices in more than one component
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of Inc(G)− Cv.

Proof. Observe first than any odd hole can contain at most two vertices of Cv. If

one contained at least 3 vertices, then this would result in a chord since Cv is a

clique. This is a contradiction. If two vertices of Cv are on the odd hole, then

they must be consecutive on the cycle for the same reason. Now, observe that if

the odd hole has vertices in more than one component Hv,i, then it would need to

include a pair of nonadjacent vertices of Cv, since Cv is a cut set. This results in

a chord, which is a contradiction.

We have an analogous result for odd antiholes.

Lemma 4.2.7. Any odd antihole in Inc(G) must be completely contained in some

Hv,k∪Cv; that is, an odd antihole cannot have vertices in more than one component

of Inc(G)− Cv.

Proof. Suppose there was an odd antihole that contained vertices from two differ-

ent components, say Hv,i1 and Hv,i2 . Let (u, uw) ∈ V (Hv,i1) and (x, xy) ∈ V (Hv,i2)

be two vertices of the odd antihole. Then, by the proof of Lemma 4.2.3, (u, uw)

and (x, xy) are not adjacent in Inc(G). So, they must be consecutive vertices

around the odd antihole. (Note that this argument shows that we cannot have

vertices from three or more components of Inc(G) − Cv in the odd antihole be-

cause these vertices would need to be pairwise nonadjacent. However, the size of

a maximum independent set of an odd antihole is 2. So, this cannot happen.)
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(u, uw) (x, xy)

Observe that since Cv ∼= KdegG(v), the vertices of Cv can appear on less than

half the vertices of the odd antihole. Otherwise, the pigeonhole principle implies

that two of them must be consecutive along the antihole and hence are nonad-

jacent, which is a contradiction. So, there is some vertex (p, pq), distinct from

(u, uw) and (x, xy), on the odd antihole which is not in Cv, since there are at

least 5 vertices on the odd antihole. Then, necessarily, (p, pq) ∈ V (Hv,i1) or

(p, pq) ∈ V (Hv,i2). Note that we may always find this vertex (p, pq) such that

(p, pq) is not consecutive along the odd antihole to (u, uw) and (x, xy). Let (a, ab)

and (c, cd) be the vertices consecutive to (u, uw) and (x, xy), respectively, along

the odd antihole.

(u, uw) (x, xy)

(a, ab) (c, cd)
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First, suppose both (a, ab) and (c, cd) are not in Cv. Then, it must be the

case that (a, ab) is in Hv,i2 as it must be adjacent to (x, xy) and not adjacent to

(u, uw). Similarly, (c, cd) must be a vertex of Hv,i1 . However, (a, ab) and (c, cd)

are adjacent in the antihole since they are not consecutive along the odd antihole.

This is a contradiction since Hv,i1 and Hv,i2 are disconnected. So, at least one

of (a, ab) or (c, cd) must be in Cv. Now, assume (without loss of generality) that

(a, ab) is a vertex of Cv. Then, the next consecutive vertex cannot be in Cv,

since then we would have two consecutive vertices of the odd antihole which are

adjacent. Hence, we may choose this vertex as (p, pq).

(u, uw) (x, xy)

(p, pq)

As noted above, (p, pq) is either in Hv,i1 or it is in Hv,i2 . However, this vertex

is suppose to be adjacent to both (u, uw) and (x, xy). If (p, pq) is in Hv,i1 , then it

is not adjacent to (x, xy) which is a contradiction. Similarly, if (p, pq) is in Hv,i2 ,

then it is not adjacent to (u, uw) which is a contradiction. Therefore, we cannot

have an odd antihole of length at least 5 containing vertices from more than one

distinct component of Inc(G)− Cv.

In light of Lemma 4.2.6 and Lemma 4.2.7, given any odd hole or odd antihole,

for each cut vertex v of G, we can find precisely one component of G − v, Gv,k,
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such that the odd hole or odd antihole is completely contained in

Hv,k ∪ Cv.

Now, observe that if there is some cut vertex v∗ of G such that the odd hole or

odd antihole contains vertices of Gv∗,k∗ and H is the subgraph of G induced by

Gv∗,k∗ ∪ {v∗} ∪NG(v∗),

then the odd hole or odd antihole is contained in Inc(H). If H 6= G, then since

H is a proper subgraph of G, Inc(H) is perfect. So, this is a contradiction.

Moving forward, we may now assume that for every cut vertex v, the subgraph

of G induced by

Gv,k ∪ {v} ∪NG(v)

is equal to G. Let’s now reduce several times to the most basic case possible.

Lemma 4.2.8. If Gv,i 6= Gv,k, then Gv,i = K1 or Gv,i = K2.

Proof. We know that Gv,i is nonempty and connected, as a component of G− v.

Suppose Gv,i has at least 3 vertices. Then, Gv,i contains a path on 3 vertices. Since

all of these vertices are necessarily neighbors of v by the comment above, this path

on 3 vertices creates a subgraph of G isomorphic to P3 ∨K1. However, P3 ∨K1

contains a subgraph isomorphic to C4. Hence, G has a subgraph isomorphic to

C4. This contradicts that G has circumference 3. Therefore, Gv,i has at most 2

vertices. Recalling that Gv,i is connected, the result follows.



Chapter 4 - Characterization of Perfect Incidence Graphs 81

Gv,k

v

. . .

. .
.

Figure 4.3: Reduction #1 for G

Lemma 4.2.9. In fact, if Gv,i 6= Gv,k, then we may assume that Gv,i = K1.

Proof. Suppose Gv,i 6= Gv,k and Gv,i
∼= K2. Let V (Gv,i) = {a, b}. Then, by

Lemma 4.2.3, in particular, the vertices

(a, ab), (b, ab) ∈ V (Hv,i)

are not used in the odd hole or odd antihole. These two vertices correspond to the

edge ab ∈ E(Gv,i). Thus, the odd hole or odd antihole is contained in Inc(G−ab).

Since G− ab is a proper subgraph of G, Inc(G− ab) is perfect by the minimality

of G. Hence, we have a contradiction. Therefore, all Gv,i 6= Gv,k are such that

Gv,i
∼= K1.

Gv,k

v

...

Figure 4.4: Reduction #2 for G

Now, if any vertex of Cv of the form (v, vu) where u is a vertex of Gv,i, a

component different from Gv,k, is left unused in the odd hole/antihole, then since
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we also know that the corresponding vertex (u, vu) is also unused as it lies in

Hv,i 6= Hv,k, it follows that the odd hole/antihole is contained in Inc(G − vu),

which is perfect by the minimality of G. Thus, we may assume that every vertex

of the form (v, vu) where u lies outside of Gv,k is used in the odd hole/antihole.

We need another lemma before continuing. This lemma will allow us to further

reduce the cases we need to consider.

Lemma 4.2.10. |NHv,k
(v, vu′)| = 1 or 2, where u′ is a neighbor of v outside of

V (Gv,k).

Proof. Observe that

NHv,k
(v, vu′) = {(u, uv) | u ∈ V (Gv,k)}.

(All other vertices of the form (v, e) are in Cv, and so are not in Hv,k. The edge

vu′ is not an edge in Gv,k+v. Since u′ is not in Gv,k, vu 6= vu′ for any u ∈ V (Gv,k).

So, the only remaining way for a vertex of Hv,k to be adjacent to (v, vu′) is to

satisfy the condition that the edge has one endpoint at v. This is precisely what is

captured above.) Now, suppose this set has at least three vertices in it. Observe

that these vertices are pairwise nonadjacent. To see this, if they are distinct, they

must have different vertex components by the definition of NHv,k
(v, vu′) above.

Hence, they must also have different edge components (since the vertices u will be

different). And, since v is a common endpoint to all of the edges being represented

in the incidences and v does not appear as the vertex component in this set, no two

vertices of this neighborhood can be adjacent. However, these vertices are in the

same component of Inc(G)− Cv. So, the vertex components of these vertices lie

in the same component Gv,k of G−v. Thus, there are paths between them in Gv,k.

If there is some collection of 3 vertices taken from the vertex components which

form a path in Gv,k, then taking these three vertices along with v, we can find
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a subgraph of G which is isomorphic to C4, which contradicts the circumference

of G being at most 3. On the other hand, if no such collection of three vertices

exists, there is at least one pair of vertices that require a path of length at least 2

to connect them in Gv,k. Taking that path and the edges from the vertices to v,

we can form a subgraph of G isomorphic to a cycle of length at least 4. Again, this

contradicts the circumference of G being at most 3. Therefore, this neighborhood

can have at most 2 vertices. Through this argument, note that we have also shown

that if there are two such vertices in NHv,k
(v, vu′), then their vertex components

in Gv,k must be adjacent. Finally, since Hv,k is nonempty, there is at least one

vertex in this neighborhood, and the result follows.

v

...
v

...

Figure 4.5: Cases: Neighborhood has size 1 or 2

Lemma 4.2.11. We need only consider the case where G is the graph obtained

from a triangle with a collection of vertices hanging from each vertex of the trian-

gle. Namely,
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...

. .
.

. . .

Proof. Given the cut vertex v, we know by Lemma 4.2.10 that |NHv,k
(v, vu′)| = 1

or 2, where u′ is a neighbor of v outside of Gv,k. If |NHv,k
(v, vu′)| = 1, then by

the proof of Lemma 4.2.10, v has precisely one neighbor, say w in Gv,k. If the

degG(w) = 1, then G is a star.

...
vw

Notice that the star is an induced subgraph of the graph described in the statement

of the lemma.

If degG(w) > 1, then w is a cut vertex in G. By our previous assumption, we

thus know that the subgraph H of G induced by

Gw,` ∪ {w} ∪NG(w)

where Gw,` is the component of G−w that induces the component Hw,` of Inc(G)−

Cw which intersects the odd hole or antihole which we have assumed exists, must

be equal to all of G. Since we know that the odd hole or antihole contains vertices

of the form (v, vu) where u lies outside of Gv,k, we can assume, by appealing to
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Lemma 4.2.6 and Lemma 4.2.7, along with Lemma 4.2.9, that all components

of G − w other than Gw,` is isomorphic to K1. Therefore, G is isomorphic to

the graph obtained from an edge by hanging a collection of vertices from each

endpoint of the edge.

...
vw...

Again, note that this graph is an induced subgraph of the graph described in the

statement of the lemma.

Now, suppose |NHv,k
(v, vu′)| = 2. Recall that in the proof of Lemma 4.2.10,

we showed that if there were two vertices in this neighborhood, then the vertex

components in G must be adjacent. So, let w,w′ be the neighbors of v in Gv,k.

Necessarily, ww′ ∈ E(G). If degG(w) = degG(w′) = 2, then G is a triangle formed

by w,w′, v, with a collection of vertices neighboring v.

...
v

w′

w

This is an induced subgraph of the graph described in the statement of the lemma.

If degG(w) > 2 and degG(w′) = 2 (without loss of generality), then w is a cut

vertex of G and we may apply the same argument as above to show that G must

be the graph obtained from a triangle by adjoining vertices to v and w.
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...

. .
.

v

w′

w

Again, this is an induced subgraph of the graph described in the statement of the

lemma.

Finally, if degG(w) > 2 and degG(w′) > 2, then both w and w′ are cut vertices

of G and by the argument above, we may assume that G is obtained from a

triangle created by the vertices w,w′, v by joining a collection of vertices from

each of the three vertices.

...

. .
.

. . .

v

w′

w

This is precisely the graph described in the statement of the lemma. Therefore, it

suffices, moving forward, to assume that G is such a graph, since by Lemma 4.1.1

and the definition of perfect, if Inc(G) is perfect, then Inc(H) is perfect where H

is a subgraph of G.

Our goal now is to show that Inc(G) is perfect. We will do this by showing

that it does not contain an odd hole or an odd antihole of length at least 5. Let’s

consider the odd holes of length at least 5 first. Let the vertices of the triangle
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of G be v, w and w′. Let {vi}, {wi} and {w′i} denote the pairwise nonadjacent

vertices adjacent to v, w and w′ respectively.

...

. .
.

. . .

v

w′

w

{wi}

{vi}

{w′i}

Figure 4.6: Reduction #3 of G

Lemma 4.2.12. Inc(G) has no odd hole of length at least 5.

Proof. Observe that by Lemma 4.2.6, we cannot use any vertex of Inc(G) of the

form (vi, vvi), (wi, wwi) or (w′i, w
′w′i) as these do no lie in the correct compo-

nent. Observe that since Cv, Cw and Cw′ are complete subgraphs of Inc(G) by

Lemma 4.2.3, we cannot contain more than two vertices from each in any odd

hole contained in Inc(G). Therefore, we may reduce to the case where there are

exactly two vertices joined to each vertex of the triangle.

v

w′

w v1

v2

w′1

w′2

w1

w2

This graph is small enough that we can draw out Inc(G) explicitly.
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(v, vv1)

(w′, w′v)

(w,wv)

If no vertex of the form (v, vvi), (w,wwi) or (w′, w′w′i) is in the odd hole,

then the odd hole is contained in Inc(C3) ∼= C2
6 , which is perfect. Thus, this is

a contradiction. So, by the symmetry of G, assume that (v, vv1) is a vertex on

the odd hole. Then, the available neighbors which can appear on an odd hole

consecutive to (v, vv1) are

(v, vv2), (v, vw), (v, vw′), (w,wv), (w′, w′v).

Note that in order to extend the odd hole, we must find two vertices which are

not adjacent, but which are both adjacent to (v, vv1). The only possible choice is

(w,wv) and (w′, w′v) and we can no longer choose any other neighbor of (v, vv1).

Since we are looking for an odd hole, we need to find a pair of (distinct) vertices

such that one is adjacent to (w,wv) and the other is adjacent to (w′, w′v) and such

that neither of the vertices are adjacent to (v, vv1). Observe that any common

neighbor of (w,wv) and (w′, w′v) cannot be chosen as a vertex on the odd hole

since this would create an induced C4 inside the odd hole which is a contradiction.
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So, after removing all common neighbors of (w,wv) and (w′, w′v), which consist

of

(w,ww′), (w′, ww′), (v, vw), (v, vw′), (v, vv2)

we see that we have disconnected the graph. Therefore, we cannot complete the

rest of the vertices on the odd hole, and so there is no odd hole of length at least

5 in Inc(G).

Now, let’s focus on excluding the odd antiholes of length at least 5.

Lemma 4.2.13. Inc(G) has no odd antihole of length at least 5.

Proof. Recall that all the vertices of the form (v, vu) such that u is not in Gv,k

must be in the odd antihole. But, this set of vertices is a clique and all are adjacent

to the vertices (w,wv) and (w′, w′v). This is the closed neighborhood in Hv,k∪Cv
of any (v, vu) such that u is not in Gv,k. Recall that since we know that the odd

antihole must go through Hv,k and not intersect any other Hv,i, these are the only

vertices we need to consider. Fix some (v, vvi). Since we know there are no odd

holes by Lemma 4.2.12 and hence no induced subgraph isomorphic to C5
∼= C5,

we need to show that there is no odd antihole of length at least 7. Thus, adjacent

to (v, vvi), we need to use at least 4 neighbors of (v, vvi). Note that given any

four consecutive vertices around an odd antihole, we see that there are 3 nonedges

seen consecutively.
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However, within the neighborhood of (v, vvi), the only pair of nonadjacent vertices

we have is (w,wv) and (w′, w′v). Thus, we cannot find four vertices such that there

are 3 nonadjacent pairs. So, we cannot complete an odd antihole. Therefore,

Inc(G) has no odd antihole of length at least 5.

Therefore, by Lemma 4.2.12 and Lemma 4.2.13, Inc(G) cannot contain an odd

hole or an odd antihole of length at least 5. Hence, Inc(G) is perfect by the Strong

Perfect Graph Theorem. This contradicts that G is a minimal counterexample.

Thus, no counterexample exists. So, if G has circumference at most 3, then Inc(G)

is perfect, as desired.

4.3 Another Computation

The goal of this section is to compute the (fractional) incidence chromatic number

of Inc(G) when G has circumference at most 3; that is, when G is perfect.

Lemma 4.3.1. If G is perfect, then χf (G) = χ(G) = ω(G).

Proof. As described in Chapter 1, we know that χf (G) ≤ χ(G). The reverse

inequality is not always true as we have seen in some examples. When G is

perfect, by definition we have that χ(G) = ω(G). By linear duality, we have

that χf (G) = ωf (G). And finally, since the (linear) program associated to the

(fractional) clique number is a maximization problem, we see that ωf (G) ≥ ω(G).

Thus, putting these together, we have the following.

χf (G) = ωf (G) ≥ ω(G) = χ(G) ≥ χf (G).

Therefore, χf (G) = χ(G) = ω(G).
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Proposition 4.3.2. If G has circumference at most 3, then

χf (Inc(G)) = ∆(G) + 1.

Proof. We already know from Brualdi and Massey’s work ([6]) that

ω(Inc(G)) ≥ ∆(G) + 1.

Suppose that there is a clique with size bigger than ∆(G)+1. Note that the clique

of size ∆(G) + 1 defined by Brualdi and Massey contains the vertices

{(u, uvi)}∆(G)
i=1 ∪ {(vk, uvk)},

where degG(u) = ∆(G), {vi}∆(G)
i=1 are all the neighbors of u in G and vk ∈ {vi}∆(G)

i=1

is some particular vertex. Then, in any bigger clique we must have a different

combination of incidences. So, one of the following cases must hold.

• There are two distinct pairs of edges, each with the same edge component.

Either these pairs of edges share an endpoint or they don’t. If they don’t,

the only adjacent edges are within the pairs representing the same edge.

So, choosing an arc from each pair gives nonadjacent vertices in Inc(G). If

they do share an endpoint, then the two edges directed towards the common

endpoint are not adjacent. Therefore, these cannot be in a clique.

• There are two pairs of edges which form directed paths on 3 vertices.
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Either these two edges have an edge overlap or they don’t. If they overlap

completely so that the two directed paths have the same vertex set but

are (necessarily) oriented in opposite directions, then we can resort to the

previous case. If they overlap on one edge, then we can find two edges which

do not share any endpoints, in which case those edges are not adjacent.

Finally, if they don’t overlap on any edge, then we can find edges which do

not share endpoints and again these are not adjacent. Therefore, we cannot

have a clique in this case.

• There are two pairs of edges, one which represents the same edge oriented

in either direction and one which is a directed path on 3 vertices.

If the edges don’t overlap at all, then we can find a pair of edges which do

not share an endpoint and so cannot be adjacent. If the edges do overlap,

depending on the orientations, either there are two edges oriented towards

the same vertex and so these cannot be adjacent, or we have the case de-

scribed above in the allowed case. In this second case, we haven’t exhibited

a bigger clique.

• Finally, there are two vertices of G which have more than one edge oriented

away from them.
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There cannot be any overlap of the edges, since this would mean that the

two vertices were the same. Thus, we must be able to find a pair of edges

which do not share endpoints. Therefore, we do not have a clique.

Therefore, we cannot have a clique of size larger than ∆(G) + 1, and so

ω(Inc(G)) = ∆(G) + 1.

So, by the perfectness of Inc(G) given by Theorem 4.2.4, we see that

χf (Inc(G)) = χ(Inc(G)) = ω(Inc(G)) = ∆(G) + 1.



Chapter 5
Coloring Via Homomorphisms and Other

Future Work

In this final chapter, we will discuss a few questions which are posed as interesting

future work. There are, of course, questions regarding the fractional incidence

chromatic number of classes of graphs which were studied, but for which no precise

calculation was obtained. There are also questions which relate to the perfectness

of incidence graphs and the properties that these graphs have. Finally, we pose

questions based on where interest in the fractional chromatic number started.

Namely, we are interested in coloring problems at large and ultimately want to

know if we are able to define a new coloring problem using a class of graphs along

with graph homomorphisms. This is where we start.

5.1 New Target Graphs for Coloring

Recall that we started here with talking about the chromatic number and then

moved to the fractional chromatic number. Much of what we have said about the

fractional chromatic number has come from this idea of using the Kneser graphs as

94
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the target graphs of homomorphisms instead of the complete graphs. This raises

a natural question. Are there other ways in which we can define classes of graphs

to serve as targets of graph homomorphisms for a coloring? There is at least one

other right now, namely, circular coloring and using the circulant graphs.

Definition. An r-circular coloring of G assigns to each vertex of G a point on

a circle of circumference r so that adjacent vertices receive points separated by

distance at least 1 in each direction around the circle. The circular chromatic

number, χc(G), of G is the smallest r such that G has an r-circular coloring.

Observation. We can view a circle of circumference r as the interval [0, r). Then,

an r-circular coloring is a function c : V (G)→ [0, r) such that if uv ∈ E(G), then

1 ≤ |c(u)− c(v)| ≤ r − 1.

The following is an alternative definition of the circular chromatic number,

given by Bondy and Hell [5].

Definition. Let Gk
d be the graph whose vertex set is Zk = {0, 1, . . . k − 1} and

whose edge set is {ij : d ≤ |i− j| ≤ k−d}. Then, a (k, d)-coloring of a graph G is

equivalent to a homomorphism of G into Gk
d. The circular chromatic number of

G is then the smallest ratio k/d such that there exists a homomorphism G→ Gk
d.

Remark. In the definition above, k is the number of colors used and d is the

notion of distance.

Observation. Note that a (k, 1)-coloring of G is just a proper k-coloring of G,

since Gk
1 = Kk. Thus, the circular chromatic number is a generalization of the

chromatic number.

The following is a well-known result of Vince [34].
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Theorem 5.1.1. For any finite graph G,

χ(G)− 1 < χc(G) ≤ χ(G).

There are a couple remarks to make about this result. First, two proofs are

given in the literature; one given by Vince ([34]) and another by Bondy and Hell

([5]). The proof in [5] uses graph homomorphisms. Second, note that the circular

chromatic number does contrast with the fractional chromatic number in that it

must lie quite close to χ(G), whereas χf (G) can be arbitrarily far away from χ(G).

So, now we know that the circulant graphs Gk
d is a class of graphs which is

used for the targets of coloring homomorphisms. Can we define another? Here is

an attempt.

Motivation. Consider the class of graphs,

C = {C2k+1[K`] | k, ` ∈ N}.

We want to try and find a way to associate some element of an ordered set X to

each graph G using this class of graphs. This would give rise to a different type

of coloring than proper coloring, fractional coloring and circular coloring. Given

this association, we could define a new version of the chromatic number.

Unfortunately, there are some difficulties when considering this class of graphs.

Recall that

χ(Kn) = χf (Kn) = χc(Kn) = n.

We would want this version of the chromatic number evaluated on Kn to be n, or

some other “maximum” type element in X. In the classical, fractional and circu-

lar chromatic numbers, we can recognize Kn as one of the target graphs for the

associated class of graphs under the graph homomorphisms. That is, Kn is clearly

a complete graph, it can be recongized as K(n, 1) for the fractional coloring and
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it can be recognized as Gn
1 for circular coloring. Unfortunately, the only complete

graphs that we can find in C is K3` = C3[K`]. Although, certainly, given any

complete graph Kn, there is an inclusion homomorphism into every C2k+1[Kn].

In the same light, we would want this version of the chromatic number eval-

uated on an independent set to be 1, or some “minimum” type of element in

X.

Now, consider the property of being vertex transitive.

Proposition 5.1.2. If G and H are vertex transitive graphs, then G[H] is vertex

transitive.

Proof. SupposeG andH are vertex transitive graphs. Let (g, h), (g′, h′) ∈ V (G[H]).

Then, let ϕ be an automorphism of G such that ϕ(g) = g′ and let ψ be an auto-

morphism of H such that ψ(h) = h′. (Note: These automorphisms exist by the

definition of vertex transitivity on G and H.) Define f : G[H]→ G[H] by

f(u, v) = (ϕ(u), ψ(v)).

We want to show this is an automorphism of G[H] which sends (g, h) to (g′, h′).

First, observe that

f(g, h) = (ϕ(g), ψ(h)) = (g′, h′),

as desired. Now, suppose (g1, h1)(g2, h2) ∈ E(G[H]). We want to show that

f(g1, h1)f(g2, h2) = (ϕ(g1), ψ(h1))(ϕ(g2), ψ(h2))

is an edge in G[H]. We have two cases. First, suppose that g1g2 ∈ E(G). Then,

ϕ(g1)ϕ(g2) ∈ E(G) since ϕ is an automorphism on G. Thus,

f(g1, h1)f(g2, h2) ∈ E(G[H]),
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as desired. Now, suppose that g1 = g2 and h1h2 ∈ E(H). Then, ϕ(g1) = ϕ(g2)

and ψ(h1)ψ(h2) ∈ E(H). Thus,

f(g1, h1)f(g2, h2) ∈ E(G[H])

again, as desired. The same proof above with ϕ and ψ replaced by ϕ−1 and ψ−1

will conclude the proof that f is an automorphism of G[H]. Therefore, G[H] is

vertex transitive.

Observation. Since C2k+1 and K` are vertex transitive,

C2k+1[K`]

is vertex transitive by Proposition 5.1.2. We want C to have this property because

we want the ability to permute the colors and have what we would define as the

chromatic number with respect to this coloring to be the preserved. Note that

the class of complete graphs, Kneser graphs and circulant graphs are all vertex

transitive, so this property holds in those cases.

We have observed several characteristics that a target class of graphs for a

coloring homomorphism must have. It would be interesting to know which other

properties are required. Further, are there any properties that these target graphs

possess which are not necessary?

5.2 Classification of Homomorphisms in C

Recall the following result.

Lemma 5.2.1. Let G and H be graphs. If G→ H, then χ(G) ≤ χ(H).
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Proof. Let G and H be graphs. Suppose f : G → H is a homomorphism. Addi-

tionally, let c : H → Kχ(H) be a (coloring) homomorphism. Then,

c ◦ f : G→ Kχ(H)

is a homomorphism. Hence,

χ(G) ≤ χ(H),

as desired.

Therefore, there is a relationship between the existence of homomorphisms and

the chromatic numbers of graphs. Note that in the proof of this result, it didn’t

really matter that we were considering the classical chromatic number. Replacing

Kχ(H) by K(r, s) or Gk
d where χf (H) = r

s
or χc(H) = k

d
, the analogous results for

the fractional chromatic number and the circular chromatic number would follow.

Hence, it would be useful for us to know when there exists a homomorphism

between two graphs from C . That is, we would like to know what conditions on

k, k′, ` and `′ we must impose in order to ensure that

C2k+1[K`]→ C2k′+1[K`′ ].

This will give us an indication of what type of ordering we want on the set X,

which will define the new coloring if it exists. We will use the chromatic number of

these graphs, along with some other integer invariants of the graphs, to construct

the desired conditions on k, k′, ` and `′.

Proposition 5.2.2 ([17]). χ(C2k+1[K`]) = 2`+
⌈
`
k

⌉
.

First, we have the following result classifying when there is a homomorphism

K` → K`′ .

Lemma 5.2.3. K` → K`′ if and only if ` ≤ `′.
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Proof. If K` → K`′ , then Lemma 5.2.1 implies that

` = χ(K`) ≤ χ(K`′) = `′.

Conversely, if ` ≤ `′, then

χ(K`) = ` ≤ `′ = ω(K`′).

So, by Lemma 5.2.6, K` → K`′ .

Let’s now consider the following two technical lemmas.

Lemma 5.2.4. If k < k′, then under a homomorphism

g : C2k+1[K`]→ C2k′+1[K`′ ],

there are two consecutive K`′-layers, that is, two subgraphs isomorphic to K`′

which correspond two consecutive vertices of C2k′+1, which are not in the image of

g.

Proof. Let k < k′. Suppose

V (C2k+1) = {0, 1, . . . , 2k}, V (C2k′+1) = {0, 1, . . . , 2k′}

V (K`) = {v1, . . . , v`}, V (K`′) = {v′1, . . . , v′`′}.

By applying an automorphism (which exists since C2k′+1[K`′ ] is vertex-transitive),

we may assume that g(0, v1) = (0, v′1). Suppose there exist

(i, vj), (i
′, vj′) ∈ V (C2k+1[K`])

such that

g(i, vj) = (k′, v′m) and g(i′, vj′) = (k′ + 1, v′m′).
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Then,

k ≥ dist((0, v1), (i, vj)) ≥ dist(g(0, v1), g(i, vj))

= dist((0, v′1), (k′, v′m)) = k′.

So, we see that k ≥ k′. However, we assumed that k < k′, thus we have a

contradiction. So, the K`′-layer associated to the vertex k′ in C2k′+1 is not in the

image of C2k+1[K`] under g. Similarly, we have that

k ≥ dist((0, v1), (i′, vj′)) ≥ dist(g(0, v1), g(i′, vj′))

= dist((0, v′1), (k′ + 1, v′m′)) = k′.

So, again, we see that k ≥ k′. Thus we have a contradiction. Hence, the K`′-layer

associated to the vertex k′ + 1 in C2k′+1 is not in the image of C2k+1[K`] under

g. Finally, observe that the K`′-layers associated to the vertices k′ and k′ + 1 are

consecutive in C2k′+1[K`′ ] since k′ and k′ + 1 are adjacent in C2k′+1. Thus, the

result follows.

Lemma 5.2.5. Let `, k ∈ N. Then,⌈
`

k

⌉
≤ 2

⌈
`

2k

⌉
≤
⌈
`

k

⌉
+ 1.

Proof. Let `, k ∈ N. Then there exists some integer n such that

n <
`

2k
≤ n+ 1.

Thus, ⌈
`

2k

⌉
= n+ 1

and hence

2

⌈
`

2k

⌉
= 2(n+ 1) = 2n+ 2.
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If

n <
`

2k
≤ n+

1

2
,

then

2n <
`

k
≤ 2n+ 1.

So, ⌈
`

k

⌉
= 2n+ 1.

Hence, ⌈
`

k

⌉
≤ 2

⌈
`

2k

⌉
=

⌈
`

k

⌉
+ 1.

If

n+
1

2
<

`

2k
≤ n+ 1,

then

2n+ 1 <
`

k
≤ 2n+ 2.

So, ⌈
`

k

⌉
= 2n+ 2.

Hence, ⌈
`

k

⌉
= 2

⌈
`

2k

⌉
≤
⌈
`

k

⌉
+ 1.

Thus, the result follows.

We now need to introduce a few basic lemmas which will used heavily in the

classification of when homomorphisms within C exist.

Lemma 5.2.6. Let G and H be graphs. If χ(G) ≤ ω(H), then G→ H.

Proof. Let G and H be graphs. Suppose χ(G) ≤ ω(H). By definition of the

chromatic number, we have a homomorphism c : G → Kχ(G). We can also view

Kχ(G) as a subgraph of Kω(H) since χ(G) ≤ ω(H). Thus, we can extend c (via an
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inclusion homomorphism) to find a homomorphism c∗ : G → Kω(H). Now, since

ω(H) is the size of the largest clique in H, we can view Kω(H) as a subgraph of

H. So, inclusion gives us a homomorphism f : Kω(H) → H. So, f ◦ c∗ : G→ H is

a homomorphism. Thus, G→ H, as desired.

Lemma 5.2.7. Let G and H be (simple) graphs. If G→ H, then ω(G) ≤ ω(H).

Proof. Let G and H be graphs. Suppose f : G → H is a homomorphism. Then,

observe that under a homomorphism, the images of the vertices of a clique in

G must be distinct. If not, say u, v ∈ V (G) are in the same clique such that

f(u) = f(v) but u 6= v. Then, since uv ∈ E(G) (as the vertices are in a clique),

it follows that f(u)f(v) ∈ E(H). However, H has no loops, and so this is a

contradiction. Since all pairs of vertices in the largest clique of G are adjacent, it

follows by definition of a homomorphism that all pairs of vertices in the image of

the largest clique of G are adjacent. Hence, we have found a clique in H with at

least ω(G) vertices. Hence, ω(G) ≤ ω(H).

Lemma 5.2.8. Suppose G1 → G2 and H1 → H2. Then, G1[H1]→ G2[H2].

Proof. Let g : G1 → G2 and h : H1 → H2. Then, define f : G1[H1]→ G2[H2] by

f(u, v) = (g(u), h(v)).

We want to show that f is a homomorphism. Suppose (u1, v1)(u2, v2) ∈ E(G1[H1]).

Then, we have two cases. First, suppose that u1u2 ∈ E(G1). Then, since g is a ho-

momorphism, g(u1)g(u2) ∈ E(G2). So, (g(u1), h(v1))(g(u2), h(v2)) ∈ E(G2[H2]).

Thus, it follows that f(u1, v1)f(u2, v2) ∈ E(G2[H2]). Next, suppose that u1 = u2

and v1v2 ∈ E(H1). Then, g(u1) = g(u2) and since h is a homomorphism,

h(v1)h(v2) ∈ E(H2). So, (g(u1), h(v1))(g(u2), h(v2)) ∈ E(G2[H2]). Thus, it fol-

lows that f(u1, v1)f(u2, v2) ∈ E(G2[H2]). Therefore, f is a homomorphism, as

desired.
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Theorem 5.2.9. Let k, k′, `, `′ ∈ N. Then,

1. If ` > `′, C2k+1[K`]→ C2k′+1[K`′ ] if and only if `′ > 1
3

(
2`+

⌈
`
k

⌉)
.

2. If ` ≤ `′, C2k+1[K`]→ C2k′+1[K`′ ] if and only if one of the following holds

(a) k ≥ k′; or

(b) k < k′ and `′ ≥ `+ 1
2

⌈
`
k

⌉
Proof. Let k, k′, `, `′ ∈ N.

1. Suppose ` > `′. We have four cases.

(a) Suppose k > 1 and k′ > 1. Then,

ω(C2k+1[K`]) = 2` > 2`′ = ω(C2k′+1[K`′ ]).

So, by Lemma 5.2.6, C2k+1[K`] 9 C2k′+1[K`′ ].

(b) Suppose k = 1 and k′ = 1. Then,

ω(C2k+1[K`]) = 3` > 3`′ = ω(C2k′+1[K`′ ]).

So, by Lemma 5.2.6, C2k+1[K`] = K3` 9 K3`′ = C2k′+1[K`′ ].

(c) Suppose k = 1 and k′ > 1. Then,

ω(C2k+1[K`]) = 3` > 3`′ > 2`′ = ω(C2k′+1[K`′ ]).

So, by Lemma 5.2.6, C2k+1[K`] = K3` 9 C2k′+1[K`′ ].

(d) Suppose k > 1 and k′ = 1. Then, C2k′+1[K`′ ] = C3[K`′ = K3`′ . Thus,

by definition of χ(C2k+1[K`]), implies that

C2k+1[K`]→ C2k′+1[K`′ ] = K3`′
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if and only if χ(C2k+1[K`]) ≤ 3`′. Since χ(C2k+1[K`]) = 2` +
⌈
`
k

⌉
by

Proposition 5.2.2, then C2k+1[K`]→ C2k′+1[K`′ ] if and only if

2`+

⌈
`

k

⌉
≤ 3`′ ⇔ `′ ≥ 1

3

(
2`+

⌈
`

k

⌉)
.

Hence, this result follows.

2. Suppose ` ≤ `′. We consider two cases.

(a) Suppose k ≥ k′. Then, C2k+1 → C2k′+1, by folding paths of length three

into one edge until we reach a cycle of length 2k′ + 1, and K` → K`′

by Lemma 5.2.3. Hence, by Lemma 5.2.8, C2k+1[K`]→ C2k′+1[K`′ ].

(b) Suppose k < k′. We can write `′ = `+ i for some i ∈ Z≥0. Observe that

χ(C2k+1[K`]) ≤ ω(C2k′+1[K`′ ]) if and only if i ≥ 1
2

⌈
`
k

⌉
. Thus, in this

case, Lemma 5.2.6 implies that C2k+1[K`] → C2k′+1[K`′ ]. Conversely,

suppose i < 1
2

⌈
`
k

⌉
≤
⌈
`

2k

⌉
, where the second inequality follows from

Lemma 5.2.5. Then, it suffices to show that

C2k+1[K`] 9 C2k′+1

[
K`+d `

2ke−1

]
.

Indeed, if j <
⌈
`

2k

⌉
−1 and C2k+1[K`]→ C2k′+1[K`+j], then by Lemma 5.2.8

(since C2k′+1 → C2k′+1 by the identity homomorphism and

K`+j → K`+d `
2k
e−1

by Lemma 5.2.3), we could extend to a homomorphism

C2k+1[K`]→ C2k′+1

[
K`+d `

2ke−1

]
,

which would be a contradiction. So, by way of contradiction, suppose

there were such a homomorphism, say

g : C2k+1[K`]→ C2k′+1

[
K`+d `

2ke−1

]
.
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Then, by Lemma 5.2.4, we can define a homomorphism

h : g(C2k+1[K`])→ K2`+2d `
2ke−2

as follows. Let

V (C2k′+1) = {0, 1, . . . , 2k′}

where the vertex 0 corresponds to a K`+d `
2ke−1-layer which is in the

image of g. Further, let

V (K`+d `
2ke−1) = {v1, . . . , v`+d `

2ke−1}

and

V (K2`+2d `
2ke−2) = {v′1, . . . , v′2`+2d `

2ke−2
}.

Then, define

h(u, vn) =

 v′n distC2k+1
(0, u) is even

v′
n+`+d `

2ke−1
distC2k+1

(0, u) is odd
.

Now, we want to show that h is a homomorphism. Suppose

(u, vn)(u′, vm) ∈ E(g(C2k+1[K`])) ⊆ E(C2k′+1[K`+d `
2ke−1]).

Then, we have two cases.

i. Suppose uu′ ∈ E(C2k′+1). Then, u 6= u′ and by definition of h,

h(u, vn) = v′n if and only if h(u′, vm) = v′
m+`+d `

2ke−1
. Certainly,

these are distinct and hence adjacent in K2`+2d `
2ke−2.

ii. Suppose u = u′ and vnvm ∈ E(K`+d `
2ke−1). Then, vn 6= vm (hence

n 6= m) and so

h(u, vn) = v′n (or v′
n+`+d `

2ke−1
)
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and

h(u′, vm) = v′m (or v′
m+`+d `

2ke−1
),

which are distinct and hence adjacent in K2`+2d `
2ke−2.

Therefore, h is a homomorphism. So, by composition,

h ◦ g : C2k+1[K`]→ K2`+2d `
2ke−2

is a homomorphism. However,

χ(K2`+2d `
2ke−2) = 2`+ 2

⌈
`

2k

⌉
− 2

< 2`+ 2

⌈
`

2k

⌉
− 1

≤ 2`+

⌈
`

k

⌉
= χ(C2k+1[K`]).

So, this is a contradiction to Lemma 5.2.1. Hence,

C2k+1[K`] 9 C2k′+1

[
K`+d `

2ke−1

]
.

Therefore, the result follows.

Again, we would like the ability to show that these graphs can be used as the

targets for a new type of coloring problem, or find some property that this class

of graphs has that the complete, Kneser and circulant graphs all do have which

prevents them from being a successful candidate for such a class of graphs.
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5.3 Questions Regarding Cn[K`]

Moving away from using the class C as the target graphs for a new coloring

problem, there are other questions to ask about this class, and an even slightly

more general class where we do not restrict to odd cycles. Recall that in Chapter

3, we computed that

χf (Inc(C3n[K`])) = 3`.

The necessary piece of information that we needed here was that 3 divided 3n.

Let’s look at what we do know about the fractional incidence chromatic number

of Cn[K`]. By Theorem 2.1.8, we know that

χf (Inc(Cn[K`])) ≥
2|E(Cn[K`])|

|V (Cn[K`])| − γ(Cn[K`])

=
n`(2`+ `− 1)

n`+
⌈
n
3

⌉
=
n`(3`− 1)

n`+
⌈
n
3

⌉ .
From Corollary 3.4.5, we know that

χf (Inc(Cn[K`])) ≤ min{`χf (C2
n), `χf (Inc(Cn)) + χf (Inc(K`))}

= min

{
`

(
n

bn/3c

)
, `

(
2n

n− dn/3e

)}
It is not clear that from this we can say anything. One possible direction would be

to consider whether or not Cn[K`] is arc transitive. This is a reasonable question

for a couple of reasons. First, in Chapter 3, when we showed the equality of

the known upper and lower bounds when 3 divides n, we also showed that the

fractional incidence chromatic number is equal to the lower bound. This occurs

when Inc(G) is vertex transitive, although there is no reason to suspect that this

occurs exclusively when this is the case. We argued in Chapter 2 that if G is arc

transitive, then Inc(G) is vertex transitive. There may be other ways in which
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Inc(G) may be vertex transitive - which would be interesting to know.

It is also reasonable to study whether or not Cn[K`] is arc transitive since

both Cn and K` are arc transitive. It would be interesting to know, and also quite

useful, if whenever G,H are arc transitive, then G[H] is arc transitive. Note that

if this were the case, then we would know how to compute χf (Inc(Cn[K`])).

Finally, can we use the homomorphisms from the previous section to further

improve these bounds on C2k+1[K`]?

5.4 Properties of G and Inc(G) when Inc(G) is

Perfect

Lastly, in Chapter 4, we classified when Inc(G) is perfect. Having realized a

subclass of perfect graphs, we would like to know what other properties this class

has and whether or not this class can be recognized as precisely a class of perfect

graphs which has already been studied in the literature. Further, this class of

graphs with circumference at most 3 is also perfect, so we would like to ask the

same questions about this class of graphs.

For example, let’s consider the class of graphs with circumference at most 3.

This class of graphs has the following properties.

• Not bipartite graphs - some of the graphs have triangles, hence odd cycles.

• Chordal graphs - there are no cycles of length at least 4; however, there are

graphs which are chordal and have circumference at least 4.

• Block graphs - all 2-connected blocks are cliques; namely they are either

edges or triangles in our case. However, there are graphs which are block

graphs but have circumference at least 4.
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• Not interval graphs - branching out from a triangle causes problems when

trying to recognize the vertices as intervals which overlap when the vertices

are adjacent.

• Not comparability graphs - this is for similar reasons as why these graphs

are not interval graphs. A triangle with a single edge hanging from each

vertex is a forbidden induced subgraph of a comparability graph.

• Perfectly orderable graphs - this is because chordal graphs are a subclass

and we know the graphs with circumference at most 3 are chordal.

There are other subclasses of perfect graphs which have not yet been examined.

For example, it is not known whether or not these graphs are line graphs of

bipartite graphs.

As for the class of perfect incidence graphs, we can run the same analysis.

• Not bipartite graphs - Inc(C3) contains a triangle.

• Not chordal graphs - Inc(C3) has an induced C4.

• Not block graphs - Inc(C3) is 2-connected, but is not complete.

It has not been studied whether or not these graphs are interval graphs, compa-

rability graphs, perfectly orderable graphs, or line graphs of bipartite graphs. It

would be interesting to study these properties, and any other properties defining

subclasses of perfect graphs.
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